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Abstract 

This dissertation consists of three research papers dealing with selected issues relevant for 

central banks after the global financial crisis. The post-crisis world has seen a significant 

strengthening of the role of central banks with regard to the financial system as well as the 

real economy. Correspondingly, agendas of some central bankers have grown substantially, 

encompassing among others monetary policy, financial stability (macro- and microprudential 

policies) as well as resolution mechanisms. This dissertation thesis reflects the broad focus of 

some contemporary central banks in three original research articles that concern current 

unexplored issues for monetary policy and financial stability in the European Union, the 

Czech Republic, and the United States, potentially bringing policy implications for the 

relevant authorities. 

The first article analyzes inflation convergence in the whole European Union (EU) 

over 1999ï2017 and provides comprehensive and robust evidence that the process of inflation 

convergence among the countries of the EU was not permanently disrupted during the global 

financial crisis, the European sovereign debt crisis, or the period of zero lower bound interest 

rates. Specifically, the convergence process did not noticeably weaken after the crisis and the 

occurrence of inflation convergence became more widespread compared to the pre-crisis 

years. Our main findings imply that further enlargement of the euro area is feasible from the 

perspective of inflation convergence among EU countries. 

The second article studies determinants of the bank-level distributional dynamics of 

client interest rates on consumer loans in the Czech Republic in the recent period 2014ï2019 

when banks started to provide new consumer loans at very low interest rates. We show that 

development of the market rate, the NPL ratio as well as the unemployment rate facilitated the 

observed distributional dynamics. On the other hand, using a variety of variables on market 

competition/market concentration, our analysis reveals that the role of this determinant is 

limited at best. Our results, especially regarding the pass-through from market rates to 

consumer loan rates, are mostly in line with the international literature but are novel in the 

Czech context and might be relevant for monetary policy decisioning. 

In the third article, we analyze the link between mortgage-related regulatory penalties 

levied on banks and the level of systemic risk in the U.S. banking industry. We employ a 

frequency decomposition of volatility spillovers to draw conclusions about system-wide risk 

transmission with short-, medium-, and long-term dynamics. We find that after the possibility 

of a penalty is first announced to the public, long-term systemic risk among banks tends to 

increase. In contrast, a settlement with regulatory authorities leads to a decrease in the long-

term systemic risk. Our analysis might be relevant both to authorities imposing penalties as 

well as to those in charge of financial stability.  



VI 
 

Contents  

List of Tables  VII I 

List of Figures IX 

Acronyms X 

Chapter 1: Introduction  1 

Chapter 2: Dynamics and factors of inflation convergence in the European 

Union 

7 

Abstract 7 

2.1 Introduction and motivation 7 

2.2 Literature review 9 

2.2.1 Inflation convergence in the EU 9 

2.2.2 Inflation convergence in the euro area 10 

2.2.3 Inflation convergence in the prospective euro area countries 10 

2.2.4 Summary of the literature 11 

2.3 Data, variables, and hypotheses 11 

2.3.1 Inflation rates and inflation differentials 11 

2.3.2 The global financial crisis and the European sovereign debt crisis 12 

2.3.3 The zero lower bound 13 

2.3.4 The implementation of acquis communautaire 14 

2.4 Methodology 14 

2.4.1 Model specification 14 

2.4.2 Estimation method 15 

2.5 Results 16 

2.5.1 Preliminary results: the ADF test and the ADF-SUR test 17 

2.5.2 Estimation results: pre-crisis and crisis/post-crisis periods 18 

2.5.3 Robustness check 20 

2.6 Conclusions 20 

Chapter 3: What drives the distributional dynamics of client interest rates on 

consumer loans in the Czech Republic? 

33 

Abstract 33 

3.1 Introduction and motivation 33 

3.2 Literature review 35 

3.3 Data, variables, hypotheses 36 

3.4 Methodology 39 

3.5 Results 40 

3.5.1 Baseline results 40 

3.5.2 Additional variables on market concentration / market competition 42 

3.6 Conclusion 42 

Chapter 4: Mortgage-related bank penalties and systemic risk among U.S. 

banks 

48 

Abstract 48 

4.1 Introduction and motivation 48 

4.2 Literature review 51 

4.3 Methodology 52 

4.4 Data, variables, and hypotheses 55 

4.4.1 Sample of banks and bank penalties 55 

4.4.2 The link between bank penalties and systemic risk 57 



VII 
 

4.5 Results 59 

4.5.1 Total and frequency connectedness 59 

4.5.2 Contribution to systemic risk 59 

4.5.3 Exposure to systemic risk 60 

4.5.4 Robustness checks 61 

4.6 Conclusions 63 

Bibliography 73 

Appendix 80 

Responses to advisorôs and referee reports 92 

  



VIII 
 

List of Tables 

Table 2.1: Summary of the literature on inflation convergence in Europe 22 

Table 2.2: Convergence towards the cross-sectional average 23 

Table 2.3: Convergence towards the ECB target 25 

Table 2.4: Convergence towards the Maastricht criterion inflation benchmark 27 

Table 2.5: Convergence of the core inflation measure towards inflation benchmarks in the 

crisis/post-crisis period (2008M9ï2017M12) 29 

Table 3.1: Results of the Pedroni test, baseline 44 

Table 3.2: Determinants of distributional dynamics of client interest rates on consumer 

loans (2014ï2019, baseline) 44 

Table 3.3: Determinants of distributional dynamics of client interest rates on consumer 

loans (2014ï2019, alternative variables on market concentration/market competition) 45 

Table 4.1: Interpretation of results from the perspective of a specific bank 65 

Table 4.2: Aggregated results ï baseline and robustness checks 66 

Table A1: Classification of dummy variables 80 

Table A2: The ADF test for relative and absolute convergence 81 

Table A3: The ADF-SUR test for relative convergence 83 

Table A4: Summary statistics and description of variables used in the empirical analysis 84 

Table A5: Summary statistics of the daily volatility data 85 

Table A6: List of penalties (2010ï2016) 86 
  



IX 
 

List of Figures 

Figure 2.1: Graphical summary of group inflation rates: plots of summary statistics 31 

Figure 2.2: Comparison of the convergence coefficients in the pre-crisis and the 

crisis/post-crisis period (all benchmarks) 

31 

Figure 2.3: Comparison of the convergence coefficients in pre-crisis and the crisis/post-

crisis periods: individual benchmarks 

32 

Figure 3.1: Distributional dynamics of client interest rates on consumer loans (2014ï

2019, aggregate level) 

46 

Figure 3.2: Location measures (2014ï2019, aggregate level) 46 

Figure 3.3: Volume of consumer loans (2014ï2019, various fixation categories) 47 

Figure 3.4: Potential determinants of distributional dynamics of client interest rates on 

consumer loans (2014ï2019) 

47 

Figure 3.5: Additional variables for the market concentration and market competition 

(2014ï2019) 

47 

Figure 4.1: Gross volumes of penalties to banks in the United States (2010ï2016) 69 

Figure 4.2: Yearly distribution of penalties to banks in the United States (2010ï2016) 69 

Figure 4.3: Size of penalties (2010ï2016) 69 

Figure 4.4: Length of the enforcement process (2010ï2016) 70 

Figure 4.5: Test for the effect of penalties (in days) 70 

Figure 4.6: Total and frequency connectedness (2009ï2017) 70 

Figure 4.7: Contribution to systemic risk (to-spillovers) 71 

Figure 4.8: Exposure to systemic risk (from-spillovers) 72 

Figure A1: Inflation rates and three inflation benchmarks 88 

Figure A2: Distributional dynamics of client interest rates on consumer loans (2009ï

2013, aggregate level) 

90 

Figure A3: Distributional dynamics of client interest rates on consumer loans (2004ï

2008, aggregate level) 

90 

Figure A4: Distributional dynamics of client rates on consumer loans (2017ï2019, 

individual banks) 

91 

  



X 
 

Acronyms 

 

AC acquis communautaire 

ADF Augmented Dickey-Fuller 

AR Autoregression 

CEE Central and Eastern European 

CESEE Central, Eastern and Southeastern European 

CNB Czech National Bank 

CoVaR conditional value at risk 

CPI Consumer Price Index 

CZK Czech koruna 

ECB European Central Bank 

EMU  Economic and Monetary Union 

EMS European Monetary System 

ERM  Exchange Rate Mechanism 

EU European Union 

GDP gross domestic product 

GFC Global Financial Crisis 

GMM  generalized method of moments 

HICP  harmonized index of consumer prices 

IFRS International Financial Reporting Standards 

IRS interest rate swap 

LGD loss given default 

LTV  loan-to-value 

MES marginal expected shortfall 

NPL non-performing loans 

OCA optimum currency area 

OLS ordinary least squares 

PD probability of default 

PRIBOR Prague InterBank Offered Rate 

RV realized variance 

SUR seemingly unrelated regressions 

U.S. United States 

USD United States Dollar 

VAR  vector autoregression 

ZLB  zero lower bound 

 



1 
 

Chapter 1: Introduction  

 

Central banking has arguably become more important than ever in the aftermath of the global 

financial crisis (GFC), gaining new roles and responsibilities (Caruana, 2011; Yellen, 2011). 

Traditionally, central bankers had at their disposal monetary policy measures which were 

designed to foster a price stability environment, complemented with microprudential 

instruments aimed at securing resilience of individual financial institutions (Herring and 

Carmassi, 2008; Hockett, 2014). These two sets of tools were retrospectively insufficient, 

however, to deliver financial stability as well (Williams, 2015; Mester, 2016). Therefore, the 

toolkits of some of the central bankers have been substantially broadened in the recent years 

with macroprudential measures that focus on minimization of systemic risks in the economy 

(Blanchard et al., 2013; Borio, 2014). 

It is fair to say that not all central banks combine the roles of setting monetary policy, 

financial stability (macro- and microprudential policies) as well as resolution mechanisms. 

But some of them do, including the Czech National Bank (CNB). When all of these roles and 

responsibilities are ñunder one roofò, central banking can truly be seen as a ñcomplicated 

professionò, as a classic would put it ï cooperation is a must rather than a merit and a need for 

transparency might be even more pressing than in case when agendas are separated into 

different institutions. 

If we accept the paradigm of far-reaching roles and responsibilities of a central bank, 

as in the case of the CNB, and consider the role of research departments in such an institution, 

we might conclude that the scope of the research agenda has to be extensive as well, 

encompassing diverse strands of research in economics and finance. Under such a setting, a 

researcher has to be reasonably flexible, commanding an overview of a variety of topics that 

might interact or grow substantially in scope as new regulations emerge. 

Specifically, this dissertation thesis is an output of such an environment, containing 

three applied analyses that provide implications for monetary policy (Article #1 and #2), 

financial stability (Article #2 and #3) and resolution mechanism and sanction policy (Article 

#3). The geographical focus of the analyses spans from the European Union (Article #1) and 

the Czech Republic (Article #2) to the United States (Article #3). The GFC and its aftermath 

loom large over the three articles. In Article #1, the existence and properties of inflation 

convergence in the EU are studied before and after the GFC while also including the topic of 

the zero lower bound (ZLB). The period of the ZLB is at least in Europe a distinct feature of 

the post-GFC period. In Article #2, the effect of the post-GFC low interest rate environment 

on pricing of consumer loans in the Czech Republic is investigated. Finally, Article #3 

analyzes the effects of a post-GFC regulatory approach in the United States ï that directly 

reacts to the behavior of financial institutions before and during the GFC ï on systemic risk, a 

term that has been omnipresent in the post-GFC analyses and considerations of central banks 

alike. 

Overall, the goal of this thesis is to deliver three original articles that can contribute to 

current debates in the central banking community. Specifically, the articles should offer some 

guidance on future policymakersô decisions by explaining selected recent phenomena. These 

include the suitability of the euro adoption by some EU countries based on the convergence of 

inflation rates (Article #1). Also, the potential risks of the current behavior of the consumer 

loans market in the Czech Republic from both the monetary policy and financial stability 

perspective are analyzed (Article #2). Finally, a case study about what might happen to 

interconnectedness of the financial system in case a regulator decides to punish institutions for 

their misconduct is put forth (Article #3). In a nutshell, the articles that comprise the 

dissertation thesis express my strong belief that research in central banks has to be firmly 
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connected to the analytical and policy-making units including constant communication and 

sharing of ideas and know-how. 

In the first article (Chapter 2 of this dissertation), we analyze the dynamics of inflation 

convergence in the European Union as well as the effect of various major factors on the 

convergence process.  Inflation convergence is one of the Maastricht prerequisites to join the 

Economic and Monetary Union (EMU) that was established in Europe in 1999 (Siklos, 2010). 

The introduction of the euro and the creation of the euro area mark a key step in the process of 

European monetary integration, which has been ongoing since the 1970s. So far, 19 out of 28 

member states of the EU have adopted the euro and more are obliged to follow based on the 

Maastricht Treaty. This is why we include all EU member states in the analysis and this can 

be seen the first contribution of our article. 

Our analysis is motivated by questions that are grounded in recent economic 

developments along with the process of EU integration. First, we are interested in whether 

there was weaker inflation convergence in the EU in the period after September 2008, when 

the global financial crisis (GFC) erupted. Further, the GFC was immediately followed by the 

European sovereign debt crisis until July 2012, when Mario Draghiôs famous speech 

facilitated a turn in the European sovereign debt crisis (Afonso et al., 2018). Both crises had a 

heterogeneous impact on the evolution of the gross domestic product (GDP) across EU 

countries and this implies that inflation rates were likely affected in a heterogeneous manner 

as well (Groot et al., 2011). Second, following the GFC and the European sovereign debt 

crisis, several countries have been confronted with a zero lower bound (ZLB) or zero interest 

rate policy. The ZLB constrains conventional monetary policy and has been shown to be an 

important factor affecting inflation persistence (Buiter, 2009; Swanson and Williams, 2014). 

All three periods (the GFC, the European sovereign debt crisis, and the ZLB period) can be 

regarded as unique events with potentially distortive impacts on the process of inflation 

convergence in the EU via various economic channels (Cheung et al., 2010; Ball, 2013; 

Fratzscher, 2012; Lane, 2012; Claessens and Van Horen, 2015). Third, the EU enlargement 

and integration process requires that a set of strict criteria, labelled as acquis communautaire 

(AC), are fully met by prospective new members before EU accession (Grabbe, 2002). The 

AC guarantees that new EU members are sufficiently close to the old members in terms of 

economic and institutional levels (Hille and Knill, 2006). Hence, during the period of the 

implementation of AC, prospective EU members already exhibited some effort towards 

alignment with the rest of the EU. Such an effort in economic terms might have contributed to 

a decrease in inflation differentials. Thus, we ask whether the implementation of AC led to 

stronger inflation convergence in the new EU member states. 

To answer our questions, we perform an empirical analysis in which we use data on 

the harmonized index of consumer prices (HICP) over the sample period 1999ï2017. This 

data span allows us to study the effects of the recent phenomena stated above and can be seen 

as the second contribution of the article. Moreover, we assume three types of inflation 

benchmark: (i) the cross-sectional average (Koļenda and Papell, 1997; Lopez and Papell, 

2012), (ii) the inflation target of ñbelow, but close to, 2% over the medium termò pursued by 

the European Central Bank (ECB, 2011), and (iii) the inflation rate based on the Maastricht 

criteria (Koļenda et al., 2006; Siklos, 2010). An inclusion of three benchmarks constitutes the 

third major contribution of our analysis. In our analysis, we follow and extend the 

methodological approach used by Lopez and Papell (2012) by employing a seemingly 

unrelated regressions (SUR) framework based on ADF tests under the assumption of 

contemporaneous correlation among errors. 

Overall, we report comprehensive evidence of inflation convergence among EU 

countries that became even more widespread after the GFC. At the same time, the 

convergence process has on average not weakened compared to the pre-crisis years. These 
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two results together imply that the process of inflation convergence in the EU has not been 

permanently disrupted after the GFC. We further show that the period of the ZLB has not 

induced a wide-scale divergence of inflation rates from any of the benchmarks. The effect of 

the implementation of the AC is inconclusive and does not support the idea that new EU 

member states might have worked on their alignment towards the EU also in terms of 

inflation rates prior to their accession to the EU. Our results are generally robust across all 

three inflation benchmarks and with respect to the use of a core inflation measure in the 

crisis/post-crisis period. 

Our findings complement the earlier results of Koļenda and Papell (1997) and Lopez 

and Papell (2012), who report evidence in favor of inflation convergence for the old EU 

member states before (Koļenda and Papell, 1997) and after (Lopez and Papell, 2012) the 

introduction of the common currency. Further, we determine that the inflation rates of the new 

EU member states are synchronized with those of the old EU member states even after the 

GFC and thus follow the process observed earlier by Koļenda et al. (2006). Our 

comprehensive evidence on inflation convergence among all EU member states in recent 

years implies that inflation rates across the EU do not permanently deviate from the ECBôs 

goal for price stability. Consequently, inflation synchronization does not seem to pose a 

challenge for further enlargement of the euro area. 

 

This article is published in Journal of International Money and Finance (Broģ, V., Koļenda, 

E., 2018. Dynamics and factors of inflation convergence in the European Union. Journal of 

International Money and Finance, 86, 93ï111). 

 

While the first article provides a comprehensive econometric assessment of the convergence 

process in the EU, one could argue that a certain degree of increased synchronization can be 

gauged even from the figures of individual inflation rates (Figure A1a and A2b). Also, as a 

tease for future research on the topic, one could compare the development in the EU with the 

situation in other regions. In other words, in the light of similar central banksô mandates (that 

have price stability as its main goal and employ inflation targeting as the main tool to achieve 

it), it might well turn out to be true that there has been convergence of inflation rates globally 

and that the development in the EU might be just a piece of a broader puzzle. 

In the second article (Chapter 3 of this dissertation), we focus on determinants of 

distributional dynamics of client interest rates on consumer loans in the Czech Republic in 

recent years (2014ï2019) when client rates have attained very low levels. Consumer loans 

constitute a non-negligible part of the loan portfolios of the Czech banking sector, having 

considerable implications for its credit risk and profitability. However, little is known about 

the shape of the empirical distribution of client interest rates, its dynamics over time and 

about the determinants that influence client interest rates on consumer loans as the literature 

in the Czech context presents only limited evidence these topics.1 

In our bank-level analysis, we use data on three location measures ï mean, median, 

and mode ï to capture the distributional dynamics in a comprehensive manner. Moreover, 

based on the relevant literature, we identify the market rate (as a proxy for the cost of funds 

related to consumer loans and indirectly also to monetary policy stance; based on De Graeve 

et al., 2007, BrŢha, 2011, and Havr§nek et al., 2016), the credit risk indicator (the proxy for 

the asset quality, potentially driving the risk premium; based on Horv§th and Podpiera, 2012, 

and Gregor and MeleckĨ, 2018), the unemployment rate (the macroeconomic control; based 

 
1 The topic of consumer loans in the Czech Republic is under-researched as analyses of individual segments of 

the Czech loan market typically focus on corporate loans, housing loans, mortgages or household loans in 

general (BrŢha, 2011; Horv§th and Podpiera, 2012; Hainz et al., 2014; Havr§nek et al., 2016). However, it 

deserves renewed attention in the wake of the continuing expansion of the Czech economy (CNB, 2018). 
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on Hainz et al., 2014), and market concentration/market competition (influencing banksô 

mark-ups; based on Havr§nek et al., 2016, and Gregor and MeleckĨ, 2018) as potential factors 

which might determine these dynamics. As our estimation framework, we employ the pooled 

mean group estimator, similarly to Horv§th and Podpiera (2012), Van Leuvensteijn et al. 

(2013) and Havr§nek et al. (2016). This modeling approach is the most suitable one for the 

specifics of our panel dataset as we have non-stationary and cointegrated data. 

In the explanatory data analysis, we document that in the recent years (i) the empirical 

distribution of client rates on consumer loans has become right-skewed, unlike in any 

previous period for which data are available, (ii) this trend pertains to most banks that provide 

consumer loans in the Czech Republic, (iii) consumer loans are most frequently provided with 

the maturity over 5 years.  

In terms of our results, we find that the observed distributional dynamics of the client 

interest rates on consumer loans in the period 2014ï2019 in the Czech Republic might be 

contributed to the decreasing unemployment rate coupled with a benign evolution of credit 

risk and relatively low, albeit slightly increasing market rates. Moreover, we find some 

evidence that decreasing market concentration might have contributed to a decrease in the 

client interest rate on consumer loans in the short-run. 

However, the link between the market competition/market concentration and the 

distributional dynamics is not particularly robust as we illustrate using three additional 

variables. On the other hand, we are the first authors in the Czech context that obtain valid 

results regarding the interest rate pass-through from market rates to client interest rates on 

consumer loans. Moreover, they are mostly in line with the international literature on interest 

rate pass-through (De Graeve et al., 2007; £gert and MacDonald, 2009; Aristei and Gallo, 

2014; Gropp et al., 2014). 

The contribution of the paper is constituted in the bank-level analysis of determinants 

of the distributional dynamics of client interest rates on consumer loans in the Czech 

Republic. Such an analysis has not been conducted previously and could serve as a useful 

policy exercise for authorities that have similar data at their disposal. Our results might have 

implications both for monetary policy and for financial stability as we document that the 

recent distributional dynamics can be contributed to a combination of benign development 

regarding the macro-financial conditions in the Czech Republic. Moreover, client interest 

rates on consumer loans most likely remain at historically lowest levels despite a recent 

increase in market rates due to a continuing positive development regarding the 

unemployment rate and the credit risk of consumer loans. At the same time, the market 

competition/market concentration does not seem to influence client interest rates on consumer 

loans. This implies that profits from consumer loans can continue to contribute to a solid 

profitability of banks in the Czech Republic which also has potentially positive implications 

for their capital adequacy. 

 

This article is published in Czech Journal of Economic and Finance (Broģ, V., & Hlav§ļek, 

M. (2019). What Drives the Distributional Dynamics of Client Interest Rates on Consumer 

Loans in the Czech Republic?. Czech Journal of Economic and Finance, 69(3), 175ï197). 

 

Although one can claim that consumer loans in the Czech Republic are rather a small fish to 

fry2, there are several practical reasons why policymakers should be aware of them. Based on 

a practitionerôs experience, in case of a turnaround of the business/financial cycle, defaults of 

consumer loans ï especially if you include overdrafts and credit cards in this category ï might 

 
2 Consumer loans constitute around 7% of the total stock of loans and 14% of the total stock of household loans 

as of January 2019. Moreover, new consumer loans account for 10% of all new loans and non-performing 

consumer loans account for around 27% of all household non-performing loans. 
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give the earliest indication that even more serious issues are about to emerge. Also, in the 

early phase of the contraction, volumes of new consumer loans might well rise because clients 

with secured loans might use the last-minute opportunity to bolster their financial position 

before banks unequivocally tighten loans standards. Finally, following the implementation of 

the CNBôs Recommendation on the management of risks associated with the provision of 

retail loans secured by residential property, there is also a debate about whether some 

consumer loans are being provided in order to circumvent the loan-to-value (LTV) limit 

(CNB, 2018).3 

In the third article (Chapter 4 of this dissertation), we analyze the link between 

mortgage-related regulatory penalties levied on banks in the United States and the level of 

systemic risk in the U.S. banking industry. It is generally acknowledged that the subprime 

mortgage crisis evolved into a global financial crisis and the beginning of the crisis was 

marked by significant losses of mortgage-backed securities resulting from increased mortgage 

delinquencies (Schelkle, 2018). While the main objective of any penalty is arguably to correct 

the harm caused by a bankôs behavior, it can be argued that such action by oversight and 

enforcement authorities can also destabilize the banking sector if the impact of the penalty 

travels across the sector and also affects innocent banks (European Systemic Risk Board, 

2015). Despite of importance of the systemic risk propagation among banks, research on the 

link between penalties and systemic risk is negligible; so far (to the best of our knowledge) it 

is represented by Koester and Pelster (2018) and Flore et al. (2018). Thus, in our study, we 

focus on mortgage-related penalties and show how they contribute to the propagation of risk 

in the U.S. banking industry. 

In our analysis, we focus on publicly-traded banks operating in the United States that 

have been subject to financial penalties regarding their (mis)conduct related to mortgages and 

foreclosures from U.S. authorities in the period 2010ï2016. Our dataset includes information 

on two types of events related to a penalty: the announcement date, when the possibility of a 

penalty is first publicly released, and the settlement date, when an agreement about the 

penalty is reached between the bank and the relevant U.S. authority. 

Following Diebold and Yilmaz (2014), we model systemic risk as system-wide 

connectedness and we analyze and employ volatility spillovers derived in the spirit of Diebold 

and Yilmaz (2009, 2012).4 In terms of our working hypotheses, we examine the extent of risk 

that banks discharge and receive (in the form of high volatility spillovers) in response to an 

announcement of a potential penalty or to a settlement. Further, we follow the approach of 

Barun²k and KŚehl²k (2018) and examine volatility spillovers at various frequencies that can 

be understood as different investment horizons. This allows us to distinguish system-wide risk 

transmission with short-, medium-, and long-term persistence. Thus, we are able to assess 

whether the effect of bank penalties is persistent or short-lived. 

Our key result is robust evidence on the differences between the penalty 

announcement and penalty settlement effects. We find that after the possibility of a penalty is 

first publicly announced, long-term systemic risk in the U.S. banking sector tends to increase, 

indicating high uncertainty among investors. In contrast, a settlement with regulatory 

authorities leads to a decrease in the long-term connectedness in the system. This latter pattern 

 
3 According to anecdotal evidence from the market, these loans might be provided to clients with the secured 

loans or to their family members. 
4 The connection between the above approach based on volatility spillovers and systemic risk is straightforward. 

Diebold and Yilmaz (2014) argue that the spillovers capturing the contribution of an individual network element 

to the system-wide connectedness (to-spillovers) can be seen as an analogy to the conditional value at risk 

(CoVaR) approach towards measuring systemic risk, as introduced in Adrian and Brunnermeier (2016). 

Similarly, the measure of the spillovers, expressing the extent to which individual network elements are exposed 

to system-wide events (from-spillovers) can be related to the marginal expected shortfall (MES) approach 

towards measuring systemic risk pioneered in Acharya et al. (2010). 
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is in line with Flore et al. (2018) and might be interpreted as a relief that financial markets 

experience once the enforcement process is over. Interestingly, we show the same pattern in 

terms of the contribution/exposure of a given bank to systemic risk regardless if this bank had 

a penalty announced/settled or one of its competitors did. Thus, rather than having the desired 

corrective impact on a particular financial institution, the penalty can lead to bank contagion 

that increases systemic risk, potentially making the banking sector less stable and more 

vulnerable. 

Since penalties are reflected in the behavior of investors with longer investment 

horizons, our results carry implications for portfolio selection and investment strategies on 

financial markets. Further, our analysis is relevant to authorities imposing the penalties as 

well as those in charge of financial stability. While penalties are likely to affect both the 

performance and valuation of the receiving bank, they might also influence other (innocent) 

banks. The outcome casts doubt on the corrective effect of the penalties. Hence, our results 

also have direct policy implications for financial stability. 

 

This article is published in Kyoto Institute of Economic Research Discussion Paper series 

(Broģ, V., & Koļenda, E. (2020). Mortgage-Related Bank Penalties and Systemic Risk Among 

U.S. Banks, KIER DP 1024). The article is currently under review in the Journal of Financial 

Services Research. 

 

While the third article does bring clear policy implications, one has to bear in mind that it 

constitutes a specific case study for a specific situation in the United States. Therefore, it is 

not a-priori clear that similar effects would materialize for example in Europe. 

Overall, this dissertation thesis attempts to encompass the broad focus of some 

contemporary central banks in three original research articles that provide analyses of current 

unexplored issues for monetary policy and financial stability in the European Union, the 

Czech Republic, and the United States, potentially bringing policy implications for the 

relevant authorities. 
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Chapter 2: Dynamics and factors of inflation convergence in the European Union 

 

Abstract 

 

We analyze inflation convergence in the whole European Union (EU) over 1999ï2017. We 

provide comprehensive evidence that the process of inflation convergence among the 

countries of the EU was not permanently disrupted during the global financial crisis, the 

European sovereign debt crisis, or the period of zero lower bound interest rates. Specifically, 

the convergence process did not noticeably weaken after the crisis and the occurrence of 

inflation convergence became more widespread compared to the pre-crisis years. Our results 

are robust with respect to the use of three inflation benchmarks (the cross-sectional average, 

the inflation target of the European Central Bank, and the Maastricht inflation criterion), 

structural breaks, and a core inflation measure. Our main findings imply that further 

enlargement of the euro area is feasible from the perspective of inflation convergence among 

EU countries. 

2.1 Introduction and motivation  

We analyze the dynamics of inflation convergence in the European Union (EU) as well as the 

effect of various major factors on the convergence process.5 Inflation convergence is one of 

the Maastricht prerequisites to join the Economic and Monetary Union (EMU) that was 

established in Europe in 1999 (Siklos, 2010). The introduction of the euro and the creation of 

the euro area mark a key step in the process of European monetary integration, which has 

been ongoing since the 1970s. So far, 19 out of 28 member states of the EU have adopted the 

euro and more are obliged to follow based on the Maastricht Treaty.6 The bloc of countries 

still does not exactly satisfy all the criteria for optimum currency area (OCA) theory (De 

Grauwe, 2010) and, disturbingly, the ñnet benefits of joining a currency area change over 

timeò (Aizenman, 2016). Despite the fact that inflation convergence is not an OCA 

prerequisite, it remains a major issue that has received substantial attention in the past 

literature (reviewed in Section 2.2 of this chapter). Further, recent economic developments 

have introduced new factors that might impact inflation convergence in the EU. 

We revisit the topic of inflation convergence and we operate on the scale of the entire 

EU. Plus, we introduce several factors of convergence into the analysis. This is novel in the 

literature. We approach the topic from the perspective of relative (or conditional) 

convergence, which implies that the series have converged toward a time-invariant 

equilibrium value, i.e., the inflation differential between the country and the EU as a whole 

converges to a non-zero value as in Durlauf and Quah (1999). If the inflation differential 

converges to zero, this is absolute (or unconditional) convergence as in Bernard and Durlauf 

(1996).7 Our emphasis on relative convergence is motivated by three factors. First, relative 

convergence is studied in Lopez and Papell (2012), who use the cross-sectional average as the 

 
5 We do not analyze price level convergence unlike e.g. Lutz (2004) or Fischer (2012). 
6 An opt-out clause was negotiated by Denmark and the United Kingdom. These countries are not obliged to join 

the euro area in the future. Sweden declined euro adoption in a 2003 referendum and is not expected to join the 

euro area. 
7 Given the low inflation rates in the EU, unconditional convergence represents an interesting opportunity that is 

left for further research. 
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inflation benchmark. Further, the adequacy of relative convergence is also advocated for by 

Siklos (2010) for the Maastricht inflation criterion benchmark. Second, the choice of relative 

convergence complies with unit root testing strategies: when testing for a unit root using the 

Augmented Dickey-Fuller (ADF) test, one should start with the version of the ADF test which 

includes the intercept (Dickey and Fuller, 1981). Third, we include in our specification 

dummy variables capturing the factors of inflation convergence in the EU that, in fact, 

represent structural breaks to the intercept. This approach makes the inclusion of the intercept 

and the study of relative convergence a compatible option. 

Our analysis is motivated by questions that are grounded in recent economic 

developments along with the process of EU integration. First, we are interested in whether 

there was weaker inflation convergence in the EU in the period after September 2008, when 

the global financial crisis (GFC) erupted. Further, the GFC was immediately followed by the 

European sovereign debt crisis until July 2012, when Mario Draghiôs famous speech 

facilitated a turn in the European sovereign debt crisis (Afonso et al., 2018). Both crises had a 

heterogeneous impact on the evolution of the gross domestic product (GDP) across EU 

countries and this implies that inflation rates were likely affected in a heterogeneous manner 

as well (Groot et al., 2011). Second, following the GFC and the European sovereign debt 

crisis, several countries have been confronted with a zero lower bound (ZLB) or zero interest 

rate policy. The ZLB constrains conventional monetary policy and has been shown to be an 

important factor affecting inflation persistence (Buiter, 2009; Swanson and Williams, 2014). 

All three periods (the GFC, the European sovereign debt crisis, and the ZLB period) can be 

regarded as unique events with potentially distortive impacts on the process of inflation 

convergence in the EU via various economic channels (Cheung et al., 2010; Ball, 2013; 

Fratzscher, 2012; Lane, 2012; Claessens and Van Horen, 2015). Third, the EU enlargement 

and integration process requires that a set of strict criteria, labelled as acquis communautaire 

(AC), are fully met by prospective new members before EU accession (Grabbe, 2002). The 

AC guarantees that new EU members are sufficiently close to the old members in terms of 

economic and institutional levels (Hille and Knill, 2006). Hence, during the period of the 

implementation of AC, prospective EU members already exhibited some effort towards 

alignment with the rest of the EU. Such an effort in economic terms might have contributed to 

a decrease in inflation differentials. Thus, we ask whether the implementation of AC led to 

stronger inflation convergence in the new EU member states. 

To answer our questions, we perform an empirical analysis in which we use data on 

the harmonized index of consumer prices (HICP) over the sample period 1999ï2017. The 

reason for the use of this measure is anchored in the definition of the Maastricht inflation 

criterion and circumvents heterogeneous definitions of the Consumer Price Index (CPI) 

measure across countries. For each EU country in our sample, we construct a series of annual 

inflation rates with monthly HICP data and consequently also a series of inflation 

differentials. We assume three types of inflation benchmark: (i) the cross-sectional average 

(Koļenda and Papell, 1997; Lopez and Papell, 2012), (ii) the inflation target of ñbelow, but 

close to, 2% over the medium termò pursued by the European Central Bank (ECB, 2011), and 

(iii) the inflation rate based on the Maastricht criteria (Koļenda et al., 2006; Siklos, 2010). 

In our analysis, we follow and extend the methodological approach used by Lopez and 

Papell (2012) by employing a seemingly unrelated regressions (SUR) framework based on 
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ADF tests under the assumption of contemporaneous correlation among errors. This method is 

supposed to deliver more efficient results than separate ordinary least squares (OLS) 

regressions (Breuer et al., 2002). We enrich the ADF equation for each country with dummy 

variables corresponding to the factors potentially affecting inflation convergence. The dummy 

variables account for the ZLB, account for the implementation of AC, and can be understood 

as structural breaks to the intercept. Since we depart from the standard ADF test specification, 

we derive country-specific critical values via Monte Carlo simulations. 

We estimate our model specification (introduced in Section 2.4) separately during 

1999M1ï2008M8 and 2008M9ï2017M12 for all three inflation benchmarks with additional 

dummy variables (ZLB, AC) as covariates. We split the samples to reflect the structural break 

in the series of inflation rates around the onset of the GFC. In this way, we can assess whether 

the extent of the convergence dynamics was different in the pre-crisis and the crisis/post-crisis 

periods as the effect shortly after the GFC was already shown by Lopez and Papell (2012). 

We also provide a robustness check of our main results as we re-estimate the model for the 

crisis/post-crisis years (2008M9ï2017M12) with a core inflation measure instead of the HICP 

to assess whether our baseline results are robust with respect to a significant fall in the oil 

price in 2014. 

Our paper contributes to the literature on inflation convergence in Europe in three 

ways. First, we assume that based on the Maastricht Treaty, the vast majority of EU member 

states will have adopted the common currency at some point in the future. Therefore, we 

focus on the entire EU, rather than on the euro area or old and new EU member states 

separately. Second, the period under investigation spans from 1999 to 2017. Hence, we cover 

the period from the euro introduction almost up to the present day. In this respect, we provide 

new results as so far there has been little research on inflation convergence during the GFC, 

the European sovereign debt crisis, the ZLB period, or the process of fulfilling the AC. Third, 

unlike most empirical studies of inflation convergence in Europe, we assume a comprehensive 

set of three inflation benchmarks. 

The chapter is structured as follows. Section 2.2 offers a review of the previous 

research on inflation convergence in Europe. Section 2.3 presents data, variables, and testable 

hypotheses. In Section 2.4, we describe the methodological approach. We display our results 

and inferences in Section 2.5. The last section concludes. 

 

2.2 Literature review 

The topic of inflation convergence in Europe has drawn substantial attention, but empirical 

research is fragmented and differs in several ways. First, various target groups of countries are 

analyzed. Second, the array of methodological approaches is broad. Most studies, however, 

favor unit-root testing either in time series or panel unit-root versions. Third, the definition of 

the inflation benchmark varies. Fourth, the literature unsurprisingly provides vastly different 

conclusions on the presence of inflation convergence in Europe.  

We divide the literature into three subgroupsðinflation convergence in the EU, in 

current euro area members, and in prospective euro area membersðand briefly review the 

studies closest to our analysis. 

 

2.2.1 Inflation convergence in the EU 
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Koļenda and Papell (1997) analyze inflation convergence among EU countries under the 

earlier European Monetary System (EMS). They employ a panel version of the ADF unit root 

test for which they compute finite sample critical values using Monte Carlo simulations. The 

findings of Koļenda and Papell (1997) document the existence of inflation convergence in the 

EU that is even stronger for countries participating in the Exchange Rate Mechanism (ERM). 

Since the ERM can be understood as a constraining exchange rate arrangement, it seems that 

the ERM helped to facilitate gradual disinflation in countries with relatively high initial 

inflation rates: low inflation was imported from Germany, a country with comparatively more 

stable macroeconomic fundamentals. 

 

2.2.2 Inflation convergence in the euro area 

Lopez and Papell (2012) study the convergence of the inflation rates of countries constituting 

the initial members of the euro area and find rather robust evidence of convergence after the 

introduction of the Maastricht Treaty and especially after the adoption of the common 

currency in 1999. Moreover, Lopez and Papell (2012) show that after the onset of the global 

financial crisis, inflation rates of the euro area members mostly do not deviate from the path 

dictated by the monetary policy of the European Central Bank (ECB). On the methodological 

level, the authors employ a set of ADF tests in the seemingly unrelated regressions (SUR) 

framework, while assuming a homogenous rate of convergence across the euro area countries 

and a cross-sectional average inflation rate as the benchmark. 

A contrasting finding is in Giannellis (2013). He employs a threshold unit root test, 

uses the cross-sectional average as the inflation benchmark, and reports that most euro area 

members exhibit rather persistent inflation differentials. This implies that the ECB one-size-

fi ts-all policy might not be optimal for all countries using the common currency. 

Next, Lee and Mercurelli (2014) use the structural vector autoregressive framework to 

examine if shocks affecting the economies of France, Germany, and Italy have become more 

symmetric after the adoption of the common currency. The authors uncover clear evidence in 

favor of more symmetric shocks after the advent of the euro that was temporarily interrupted 

by the GFC but surprisingly not at all by the turmoil caused by the euro crisis after 2010. 

 

2.2.3 Inflation convergence in the prospective euro area countries 

Koļenda et al. (2006) examine among other things monetary convergence in the new EU 

member states. They also tackle the performance of inflation targeting in Central and Eastern 

European (CEE) countries (the Czech Republic, Hungary, Poland, and Slovakia). On the 

methodological level, the authors employ the Vogelsang (1997) test for inflation convergence, 

which allows for endogenously determined structural breaks. The estimation results imply 

that the majority of new EU member states (i) were able to reduce inflation rates to the level 

of old EU countries between 2000 and 2005 and (ii) managed to avoid repeated divergence 

from the path that the countries guided by the ECB follow. The findings also speak in favor of 

the inflation targeting framework, which might have helped some new EU member states to 

better align their inflation rates with those of old EU countries (Koļenda et al., 2006). 

Next, Cuestas et al. (2016) focus on the recent post-crisis years and a group of Central, 

Eastern and Southeastern European (CESEE) countries. They (i) show that the GFC should be 

considered when estimating series of inflation differentials, (ii) find evidence of structural 
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breaks and non-linear elements in inflation differentials, and (iii) conclude against the 

convergence of inflation rates of CESEE countries with respect to the euro area average 

inflation rate. 

Finally, Siklos (2010) employs both a univariate and multivariate unit root and a 

cointegration test and adds covariates into the ADF tests to increase their power. He provides 

a favorable conclusion on the extent of inflation convergence among new EU member states. 

 

2.2.4 Summary of the literature 

In Table 2.1, we provide a summary of the literature on inflation convergence in Europe. We 

mention several characteristics in line with the introduction to Section 2.2: the target group of 

countries, methodology, inflation benchmark, and results. 

Interestingly, most studies use the cross-sectional average as the inflation benchmark. 

Also, two papers that consider modified ADF testsðGiannellis (2013) and Cuestas et al. 

(2016)ðfind evidence against convergence. In our analysis, we attempt to reconcile the latest 

trends in the inflation convergence literature with a traditional approach: we employ the ADF-

SUR test as in Lopez and Papell (2012) but to some extent allow for structural breaks in our 

specification, similarly to Cuestas et al. (2016), as we include additional dummy variables 

capturing factors of inflation convergence. Moreover, to provide a richer set of results, we use 

two additional inflation benchmarks apart from the cross-sectional average: the Maastricht 

benchmark and the ECB (2011) target of ñbelow, but close to, 2% over the medium termò. 

 

2.3 Data, variables, and hypotheses 

We collected a dataset of monthly inflation rates for all current EU members as it is 

reasonable to assume that the vast majority of them will have adopted the common currency 

at some point in the future, based on the obligations set by the Maastricht Treaty. 

The period under study spans from January 1999 to December 2017. We choose 

January 1999 as our starting point for two reasons. First, January 1999 is a breakthrough for 

old EU member states as it marks the introduction of the common currency. Second, by 1999, 

the vast majority of the new member states of the EU (entered in 2004 and later) had already 

applied for EU membership and their accession negotiations were under way (Koļenda et al., 

2006). We include the new EU member states in the dataset from the very start as they might 

have immediately begun exhibiting some effort towards the alignment with the old EU 

countries, possibly also in terms of the synchronization of inflation rates. 

 

2.3.1 Inflation rates and inflation differentials 

We work with annual inflation rates based on monthly HICP data from the Eurostat database.8 

This measure is defined for country i and time period t as: 

 

 “ȟ ÌÎὌὍὅὖȟ ÌÎὌὍὅὖȟ  ȟ (1) 

 

 
8 We opt for the HICP measure over the Consumer Price Index since the Maastricht convergence criteria 

explicitly operate with HICP and approaches to CPI measurement differ across countries. We acknowledge that 

HICP is partly comprised of very volatile food and energy prices and we address this shortcoming by employing 

a core inflation measure as a robustness check for the crisis/post-crisis period. 
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where ÌÎὌὍὅὖȟ  is the HICP value for the current month and ÌÎὌὍὅὖȟ  is the HICP 

value from one year ago. 

The summary statistics (mean, median, and standard deviation) of the series of 

inflation rates for all 28 EU member states are shown in Figure 2.1. The volatility of inflation 

rates has decreased dramatically over the years. The current very low inflation environment in 

Europe is reflected by very low values of the cross-sectional mean and median, which has 

been around zero in recent years but started to gradually increase in 2017. Generally, there is 

also a pattern of disinflation in the EU over the last two decades, except for the time 

preceding the GFC. 

Further, in Figure 2.1 we also present the dynamics of the inflation ratesô means, 

medians and standard deviations separately for the 15 old EU member states and the 13 new 

EU member states. In the old-EU group, one can observe mean-reverting behavior for all 

three measures. In the new-EU group, relatively high values of inflation rates are present in 

the beginning of the sample. These might be explained by the adjustment of relative prices in 

the new EU member states during the transition process that led to higher inflation (Holub and 

Ļih§k, 2001). Moreover, high capital inflows might have affected the level of inflation rates 

as well (Staehr, 2010). Still, some decrease in inflation during the entire sample period is 

visible. Interestingly, the years following the GFC show a comparable behavior of inflation 

ratesô descriptive statistics in both groups. 

Next, we construct a series of inflation differentials Ὠȟ as:  

 

 Ὠȟ “ȟ “  ȟ (2) 

 

where “  is the inflation benchmark for time period ὸ. We assume three types of 

inflation benchmarks: (i) the cross-sectional average (Koļenda and Papell, 1997; Lopez and 

Papell, 2012), (ii) the inflation target of ñbelow, but close to, 2% over the medium termò as 

pursued by the European Central Bank (ECB, 2011),9 and (iii) the inflation rate based on the 

Maastricht criteria (Koļenda et al., 2006; Siklos, 2010).10 Figures A1a and A1b show the 

evolution of the inflation rate for each EU member state with respect to the three inflation 

benchmarks. 

 

2.3.2 The global financial crisis and the European sovereign debt crisis 

We assume the occurrence of the global financial crisis (GFC) and the European sovereign 

debt crisis as events potentially affecting inflation convergence in the EU for two reasons. 

First, the GFC proved to be a distortive/transformative phenomenon in several economic 

activities: international trade flows (Chor and Manova, 2012), global capital flows 

(Fratzscher, 2012), the interdependence of global stock markets (Cheung et al., 2010), and to 

 
9 The current definition of the inflation benchmark was adopted by the Governing Council of the ECB in 2003 

but was preceded by the target of ñbelow 2%ò defined in 1998 (Sauer and Sturm, 2007). For the ECB target, we 

follow the quantification of Koļenda and Varga (2018) and use 1.75% as an approximation of the numerical 

benchmark for the entire sample period. 
10 Following the standard practice in the literature, we construct the inflation benchmark based on the Maastricht 

criterion as the average of the three lowest non-negative inflation rates of the EU member states in a given 

month. 
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some extent global banking (Claessens and Van Horen, 2015). In the context of the EU, the 

GFC had a profound impact on sovereign bond yields and the evolution of public debt in the 

case of the euro area periphery, which in fact to a certain extent triggered the European 

sovereign debt crisis (Lane, 2012). Moreover, the latter crisis started to subside only after 

Mario Draghiôs famous speech in July 2012 (Afonso et al., 2018). Second, both crises had a 

very heterogeneous impact on the evolution of GDP across EU countries, which implies that 

inflation rates were also likely affected in a heterogeneous manner (Groot et al., 2011). Thus, 

inflation convergence in the EU was potentially affected by both crises. 

On the other hand, the pace of inflation convergence in the EU might have been 

sustained after the onset of the GFC because most of the EU countries had been members at 

least since 2004, some even sharing the same currency. Thus, the advantage of several years 

of common pre-crisis development might have proven helpful: although the GFC and the 

European sovereign debt crisis might have disrupted the ongoing processes, it could not have 

reversed the processes, similarly to what Lee and Mercurelli (2014) as well as Lopez and 

Papell (2012) show. Based on the above reasoning we formulate the crisis-effect hypothesis: 

 

Hypothesis #1: Inflation convergence in the EU does not substantially weaken after the global 

financial crisis or during the European sovereign debt crisis. 

 

Like other empirical studies, we consider the fall of Lehman Brothers in September 2008 as 

the event that arguably triggered the acute phase of the GFC (von Hagen et al., 2011). Indeed, 

when we perform the endogenous break test of Vogelsang (1997), we identify the existence of 

structural breaks in inflation rates around the onset of the GFC; Lopez and Papell (2012) and 

Cuestas et al. (2016) raise similar concerns. The pattern in Figures A1a and A1b documents 

the breaks graphically. In line with the above, we perform separate regressions for the pre-

crisis and the crisis/post-crisis periods and we assess Hypothesis 1 by comparing the values of 

convergence coefficients for countries with converging inflation rates in both periods. 

 

2.3.3 The zero lower bound 

As the next factor potentially affecting inflation convergence in the EU, we consider the 

period of the zero lower bound (ZLB). This phenomenon has been analyzed for almost a 

decade because it constrains monetary policy as its standard tools became insufficient to 

stimulate economies in the post-crisis world (Buiter, 2009; Swanson and Williams, 2014). It 

is unsure to what extent unconventional instruments can affect inflation and it might well be 

true that steering inflation in such an environment is relatively more cumbersome than in 

normal times (Ball, 2013). Based on the above we formulate the ZLB-effect hypothesis: 

 

Hypothesis #2: Inflation convergence in the EU does not weaken during the period of zero 

lower bound. 

 

We assess the ZLB hypothesis by creating a ZLB dummy which is relevant for the crisis/post-

crisis period (2008M9ï201712) only. We follow the approach of Koļenda and Varga (2018), 

who assume that the ZLB applies for a value of 0.5% or lower. This corresponds to values 

when globally important central banks in the US, UK, euro area, or Canada started to 
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implement their ZLB-related policies (Buiter, 2009; Swanson and Williams, 2014). It should 

be noted that the vast majority of the EU finds itself in the situation of the ZLB nowadays. 

Moreover, no country except for Sweden has so far managed to escape the ZLB once reaching 

it. Table A1 contains detailed information on the ZLB dummy classification. Importantly, the 

interpretation of the coefficient of the ZLB dummy depends on the sign of the inflation 

differential. In other words, one has to check if the inflation rate for each EU member state 

was, during the periods indicated in Table A1, above or below the inflation benchmark. If the 

inflation differential was negative (the inflation rate of a given country is lower than the value 

of the inflation benchmark) and at the same time the coefficient of the ZLB dummy is 

negative and statistically significant, one can conclude that the period of the ZLB had a 

distortive impact on the convergence of the inflation rate of a given country towards the 

benchmark (see also Figures A1a and A1b). 

 

2.3.4 The implementation of acquis communautaire 

The term acquis communautaire (AC) represents, broadly speaking, all accumulated EU law 

that a candidate country for EU membership must adopt prior to actual accession (Grabbe, 

2002). The AC set guarantees that new EU members are sufficiently close to the old members 

in terms of economic and institutional levels (Hille and Knill, 2006). We hypothesize that the 

period when common EU law was implemented before the accession of new members in the 

2000s might as well coincide with a period of stronger inflation convergence. It might have 

been achieved as a by-product of broader harmonization efforts. On the other hand, the 

implementation of AC required several reform steps that might have created heterogeneous 

shocks in the economies of the new EU member states, including effects on the inflation rate. 

Based on the above facts we formulate the following AC hypothesis: 

 

Hypothesis #3: Inflation convergence in the EU does not weaken during the period of the 

implementation of acquis communautaire in the new EU member states. 

 

The AC effect relates only to 13 new EU member states in the pre-crisis period 

(1999M1ï2008M8). The value of the AC dummy is 1 during the relevant periods shown in 

the Table A1 and 0 otherwise.11 The effect of AC is assessed in the same way as the effect of 

the ZLB: one has to consider the sign of the inflation differential in the period when the AC 

was implemented in the new EU member states. 

 

2.4 Methodology 

2.4.1 Model specification 

We follow and extend the methodological approach of Lopez and Papell (2012), who use an 

ADF-SUR test with contemporaneously correlated errors. We refine the test with an addition 

of dummy variables as covariates to capture the factors of inflation convergence in the EU. In 

this way we control for potential structural breaks as in related research (Koļenda et al., 2006; 

 
11 The AC dummy is coded 1 from the point when the first AC chapter starts to be implemented in a particular 

country until the moment when the last AC chapter is closed. 
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Cuestas et al., 2016). The following specification with covariates is then jointly estimated in 

the seemingly unrelated regressions (SUR) framework for the 28 member states of the EU: 

 

ЎὨȟ  ‰Ὠȟ ȟЎὨȟ ὃὅȟ ὤὒὄȟ ‐ȟ 

 (3) 

ЎὨ ȟ  ‰ Ὠ ȟ  ȟЎὨ ȟ  ὃὅȟ  ὤὒὄȟ ‐ ȟȟ 

 

where d denotes the inflation differential; ‰ is the country-specific rate of convergence for 

Ὥ ρȟȣȟςψ;  is the country-specific intercept for Ὥ ρȟȣȟςψ; L is the optimal number of 

lags; ZLB is the zero lower bound dummy; AC stands for the acquis communautaire dummy; 

and ‐ is a white noise process for which we assume that ‐ȟȟȣȟ‐ ȟ  has a covariance 

matrix that needs to be estimated to capture the contemporaneous correlation. The ὸ subscript 

defines the time span of the analysis, which depends on the optimal number of lags.12 

The estimated values of coefficients ‰ȟ, and  provide information on the presence 

of inflation convergence in the EU and on the effect of two covariates capturing the factors of 

inflation convergence, respectively. Note that by the construction of the ADF test, ‰ will 

typically be lower than 0. However, in the basic specification of the Dickey-Fuller test, 

 

 Ὠ  ”Ὠ ‐ȟ (4) 

 

the autoregressive parameter ” will typically be lower than 1. The parameters ‰ and ” are 

related in the following way: 

 

 ” ‰ ρ. (5) 

 

In our results, we report values of the coefficient ”, which is in line with the results reported 

in Lopez and Papell (2012). More details about the estimation method are provided presently 

in the next section. 

 

2.4.2 Estimation method 

We conduct the estimation procedure in three steps. First, we analyze the series of inflation 

differentials for each country separately in the ADF specification with the intercept, as we test 

for relative convergence. To do this, we determine the optimal lag order of the ADF test using 

a recursive lag selection technique similarly as in Koļenda and Papell (1997). Second, we 

perform the ADF-SUR test originally introduced by Breuer et al. (2002), who show that 

whether the ADF-SUR test has additional power over equation-by equation ADF tests 

depends on the characteristics of the contemporaneous correlation. The test was refined by 

Lopez and Papell (2012), who gain additional power by imposing two additional restrictions: 

 
12 For example, if 12 lags are chosen as the optimal number for the ADF test, then the starting period is ὸ ρσ. 
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(i) the sum of the intercepts equals zero, which is true by construction with the cross-sectional 

average as the benchmark and (ii) the rate of convergence is equal across countries. While the 

second restriction is arguable, we apply the former restriction in case of the cross-sectional 

average benchmark and test for the adequacy of the ADF-SUR test using the Breusch-Pagan 

test, which has a null hypothesis of no contemporaneous correlation.13 Third, we add the 

dummy variables into the ADF-SUR framework to see the impact of potential factors of 

inflation convergence in the EU and split our sample period into the pre-crisis period 

(1999M1ï2008M8) and the crisis/post-crisis period (2008M9ï2017M12) to assess whether 

there were different convergence dynamics in these periods. We generate critical values of the 

convergence coefficient t-statistics for each country using a Monte Carlo simulation with 

10,000 replications.14 We can then use those critical values for evidence on the presence of 

inflation convergence for each country in our sample. 

From the theoretical point of view, a key step in the SUR approach is the estimation of 

a covariance matrix V, capturing the relationships among residuals in each time period. The 

covariance matrix V has to be determined from the residuals from the individual equations. 

Following the procedure from Zellner (1962), we estimate the diagonal elements of matrix V 

as: 

 

 
ί

ὶὶ

ὲ  Ὧ
ȟ (6) 

 

where ὶ denotes the residuals from the i-th equation, n the number of observations, and Ὧ the 

number of explanatory variables in the i-th equation. Off-diagonal elements are obtained as: 

 

 
ί

ὶὶ

ὲ  Ὧ ὲ  Ὧ
Ȣ (7) 

 

Since we consequently use an estimated matrix in estimating our main model, we note that the 

feasible generalized least squares is our main estimation technique. 

A key merit of the SUR approach is that it allows us to exploit ex-ante information 

about the composition of our sample to impose a certain structure on the variance-covariance 

matrix. In the spirit of Zellner (1962), the variance-covariance matrix V can be formulated as: 

 

 
ὠ  

„ Ό Ễ „Ό
ể Ệ ể
„ Ό Ễ „Ό

ȟ (8) 

 

 
13 The restriction is not valid (or used) for the ECB target and the Maastricht inflation benchmark. 
14 The simulation process is the same as described in Koļenda and Papell (1997): an AR process with an optimal 

lag length is first estimated for each series of inflation differentials and the sample variance is stored. Next, 

10,000 artificial processes governed by the estimated parameters of the estimation from the previous step are 

generated, followed by the estimation of the country-specific convergence equation (including the covariates) 

from which the critical values are obtained. 
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where ά ρȟȣȟί denotes the total number of equations. Diagonal elements express that 

although there can be different variances in different equations, in an individual equation, the 

assumption of homoscedasticity and no serial correlation must hold. This is realistic, 

considering the ADF test is conducted in the OLS framework and exploiting the fact that we 

explicitly remove any serial correlation from the error term by inserting the lags of the 

dependent variable into each equation. As for off-diagonal elements, they imply that error 

terms can be correlated across equations. The covariance is, however, restricted to be constant 

over time (Zellner, 1962). This assumption is more realistic than assuming no correlation 

among error terms at all, though.15 

Finally, having a general model in the matrix notation ώ ὢ ό, we can estimate 

the parameter vector  and the variance-covariance matrix of  using the feasible generalized 

least squares approach like Zellner (1962): 

 

 ὦ ὢὠ ὢ ὢὠ ώȟ (9) 

 ὠὥὶὦ ὢὠ ὢ Ȣ  (10) 

 

2.5 Results 

We present our results in three subsections. First, we discuss the results of the ADF test for 

relative and absolute convergence.16 Then, we conduct the ADF-SUR test for relative 

convergence to assess the effect of contemporaneous correlation. Second, since we detect 

structural breaks associated with the GFC we split the sample into the pre-crisis period 

(1999M1ï2008M8) and the crisis/post-crisis period (2008M9ï2017M12) to see if the 

dynamics of inflation convergence in the EU were different before or after the onset of the 

GFC. Further, we refine the ADF-SUR test by adding two dummy variables to capture the 

effect of the ZLB and the implementation of the AC. Third, we present a robustness check of 

our results for the crisis/post-crisis period when we use a core inflation measure instead of the 

HICP. We perform this estimation to see if our results are robust with respect to the notable 

fall in the oil price in 2014. All estimations are performed for all three inflation benchmarks to 

gain comprehensive evidence on inflation convergence in the EU. 

 

2.5.1 Preliminary results: the ADF test and the ADF-SUR test 

In the preliminary steps on the country-specific level, we first obtain the optimal lag length of 

12, 13, or 14.17 Despite the fact that we study relative inflation convergence, for the sake of 

basic comparison we also provide the results of the ADF test for both absolute and relative 

convergence for all three inflation benchmarks in the sample period 1999ï2017 (reported in 

 
15 After the estimation of the SUR framework, the Breusch-Pagan test statistic reports the suitability of the 

assumption of correlated errors. This is routinely reported by STATA. 
16 Stochastic convergence in a group of N inflation time series (“) is defined as: 

ὰὭάO “ȟ В ȟ Ὅ – for Ὥ ρȟȣȟὔ (N = 28 in case of the EU), where Ὅ is the information set 

at time ὸȢ If – π, we have absolute convergence as in Bermard and Durlauf (1996), while – π implies 

relative convergence as in Durlauf and Quah (1999). 

17 This reflects the fact that during the construction of a series of yearly inflation rates from monthly data, an 

artificial moving average process of order 12 is created (Lopez and Papell, 2012). 
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Table A2). The comparatively less persuasive evidence of relative convergence is caused by 

the fact that the ADF test with a constant intercept has generally less power than the ADF test 

with a zero intercept. This is documented in the context of inflation convergence by Busetti et 

al. (2007). Still, we could prefer absolute convergence (zero intercept) over relative 

convergence (constant intercept) if and only if we obtained a statistically insignificant 

estimate of the intercept together with the evidence for relative convergence. This is the 

standard procedure in unit root testing (Dickey and Fuller, 1981). However, we mostly do not 

find evidence for relative convergence and a statistically insignificant estimate of the intercept 

at the same time as Table A2 shows. This implies that we cannot neglect the intercept from 

the model, and thus we need to consider relative convergence.18 

Next, assuming relative convergence, Table A3 reports the results of the ADF-SUR 

test. For the cross-sectional average, we apply the restriction that the sum of the intercepts 

over 28 equations is zero as in Lopez and Papell (2012) to gain additional power of the ADF-

SUR test. Indeed, we obtain evidence that more inflation rates have converged with respect to 

the inflation benchmarks than in case of the equation-by-equation ADF tests for relative 

convergence. This is true especially for the ECB target. Overall, we find that 26 countries 

have converged in the case of the ECB target, 20 countries in case of the Maastricht inflation 

benchmark and 17 countries in case of the cross-sectional average. The validity of the ADF-

SUR test is confirmed by the results of the Breusch-Pagan tests of independence of error 

terms across 28 equations: p-values are virtually zero with the null hypothesis of 

independence.19 

 

2.5.2 Estimation results: pre-crisis and crisis/post-crisis periods 

In Tables 2.2ï2.4 we report the estimation results of model (3) during the pre-crisis period 

(1999M1ï2008M8) and the crisis/post-crisis period (2008M9ï2017M12) for all three 

inflation benchmarks. We split our sample following the evidence of structural break 

correlating with the onset of the GFC based on the Vogelsang (1997) test. 

We focus on the statistical significance of the convergence coefficient ” and identify 

several patterns. First, during 1999M1ï2008M8 and irrespective of the inflation benchmark, 

inflation convergence among the EU countries is found to be moderately present: the number 

of converging countries ranges from 10 countries in case of the Maastricht inflation 

benchmark to 20 for the ECB target. The evidence for the cross-sectional average (12 

countries) is only marginally stronger than in the case of the Maastricht criterion benchmark. 

Second, we obtain strong evidence that the inflation rates of a large number of EU countries 

have converged with respect to all three inflation benchmarks in the crisis/post-crisis period 

(2008M9ï2017M12), which includes also the European sovereign debt crisis. The evidence of 

convergence is especially substantive in case of the ECB target (27 countries) and the 

Maastricht inflation benchmark (25 countries) but resonates also well with the cross-sectional 

average (19 countries). These results imply that inflation rates across the EU do not 
 

18 We perform the ADF tests over the entire sample period (1999ï2017). The results of the ADF testsðas well 

as the ADF-SUR testðconsidered separately for the pre-crisis and the crisis/post-crisis period reveal the same 

pattern that supports relative convergence. The results for the split samples are available upon request. 
19 Moreover, the F-test of the hypothesis that all intercepts are jointly equal to zero is rejected for all three 

inflation benchmarks at the 10% level. We consider this additional support for the choice of relative 

convergence. 
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permanently deviate from the ECBôs goal for price stability in recent years and are in contrast 

with Giannellis (2013), who concludes that the ECBôs one-size-fits-all policy might not be 

optimal for inflation convergence. 

Next, the estimated values of the convergence coefficient ” can be used for additional 

interpretation of the convergence strength in a similar way as in Lopez and Papell (2012). A 

higher value of the ” coefficient means that an inflation differential is more persistent: any 

shocks would have longer lasting impacts on inflation. In other words, a higher value of the ” 

coefficient indicates weaker inflation convergence and a smaller value of the ” coefficient 

indicates stronger inflation convergence. As a result, we can compare the values of the 

convergence coefficients before and after the GFC for the EU countries that in both periods 

exhibit converging inflation rates. From Tables 2.2ï2.4 we see that, on average, convergence 

coefficients for such countries are about the same before and during/after the GFC. 

In order to provide a finer assessment, we translate the information from Tables 2.2ï

2.4 into the graphical presentation shown in Figure 2.2. Here we plot the values of the 

convergence coefficients in the post-crisis period against those in the pre-crisis period; the 

plot covers only those EU countries with converging inflation rates in both periods. The 

horizontal (vertical) axis shows the value of the convergence coefficient in the pre-crisis 

(crisis/post-crisis) period. Three symbols represent three inflation benchmarks. Symbols 

above the 45-degree line show countries with weaker inflation convergence in the crisis/post-

crisis period (compared to the pre-crisis period). Symbols below the 45-degree line show 

countries with weaker inflation convergence in the pre-crisis period (compared to the 

crisis/post-crisis period). The diagonal line represents domain of countries with the same 

convergence strength in both periods. The plot in Figure 2.2 shows a largely symmetric 

pattern that holds for all three benchmarks. The symmetric pattern implies that none of the 

benchmarks brings decisive evidence in favor of a weakening or strengthening of the 

convergence between the two periods under research. Further, most of the symbols lie close to 

the diagonal line. In other words, despite the fact that individual convergence rates differ 

among countries and between pre-crisis and crisis/post-crisis periods, the strength of the 

convergence remains on average the same. As a result, we cannot reject Hypothesis 1 and 

conclude that inflation convergence in the EU has not noticeably weakened in the crisis/post-

crisis years compared to the pre-crisis period. In conjunction with the evidence that inflation 

convergence has become more widespread after September 2008, we can also conclude that 

inflation convergence in the EU was not permanently disrupted by the GFC or the European 

sovereign debt crisis. Lopez and Papell (2012) provide a similar conclusion, but considering 

only a brief post-crisis period as their analysis ends in April 2010. 

In the supplementary Figure 2.3 we summarize the inter-temporal convergence 

strength results for individual benchmarks and countries; again, the plots cover only those EU 

countries with converging inflation rates in both periods. For the ECB target we detect 10 (9) 

cases of weaker (stronger) post-crisis convergence (Panel a). The result of a virtually 

unchanged convergence strength is evident here as all symbols lie very close to the diagonal 

line. For the Maastricht inflation benchmark we detect 4 (3) cases of weaker (stronger) post-

crisis convergence (Panel b). In case of the cross-sectional average the score is balanced 

(Panel c). Some countries (Greece, Italy, Luxembourg) exhibit either weaker or stronger 

convergence after the crisis depending on what benchmark is assessed. On the other hand, 
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Denmark and Hungary exhibit stronger and weaker post-crisis inflation convergence for all 

three inflation benchmarks, respectively. In any event, the detailed results presented in Figure 

2.3 are in line with the aggregate message presented in Figure 2.2 that the strength of the 

inflation convergence was not disrupted by the period of distress. Further, it seems that the 

ECBôs target of price stability, embodied in its inflation benchmark, represents a policy 

strategy that is positively linked to the convergence of inflation among the EU countries as 

evidenced by the frequent occurrence of convergence during both periods under research. 

This outcome is also indirectly supported by the positive link between inflation targeting and 

inflation persistence documented by Koļenda and Varga (2018). 

Further, we find that the convergence process was not negatively impacted by the 

period of the ZLB, either (Table 2.2ï2.4). In the cases of the ECB target and the cross-

sectional average, the negative effect of the ZLB slightly prevails over the beneficial impact, 

and the opposite pattern is observed for the Maastricht inflation benchmark. The evidence on 

the sign of the effect of the ZLB varies even for the same country across the three inflation 

benchmarks (e.g., Cyprus, Germany, Sweden). Overall, there is no persuasive pattern that the 

ZLB period would induce a wide-scale weakening of inflation convergence with respect to 

any of the three benchmarks. These results provide enough evidence not to reject Hypothesis 

2. 

Finally, in Tables 2.2ï2.4 we also report an ambiguous effect of the implementation of 

the AC on the inflation convergence of new EU member states. This result might be 

influenced by the fact that there are few statistically significant results on the AC dummy. On 

the one hand, for some countries, the implementation of the AC did not contribute to greater 

inflation convergence (e.g., Hungary, Romania, Slovenia). On the other hand, the AC effect is 

mostly beneficial for Baltic countries. Overall, the results underscore the country-specific 

effect of the AC and point to a non-rejection of Hypothesis 3. In general, there is not enough 

evidence in favor of a positive impact of the AC implementation on inflation convergence. 

 

2.5.3 Robustness check 

We perform a robustness check of our results for the crisis/post-crisis period (2008M9ï

2017M12) by analyzing inflation convergence using a different price index to account for the 

fall in oil prices in 2014. Instead of the all-items HICP we now employ a core inflation 

measure: HICP excluding food and energy prices.20 In Table 2.5 we show that the inflation 

rates of most countries have converged in the crisis/post-crisis period, which supports our 

baseline results. The evidence on the effect of the ZLB is again ambiguous. Interestingly, 

similarly as in the results using the HICP measure, the effect of the ZLB period on inflation 

convergence is distortive for Malta (cross-sectional average) and Cyprus, Denmark, and 

Slovakia (ECB target). Further, the results shown in Table 2.5 are broadly consistent across 

the inflation benchmarks in terms of the statistical significance and even the magnitude of 

coefficients. Finally, we conclude that our baseline results are robust and are not corrupted by 

the oil shock in 2014. 

 

2.6 Conclusions 

 
20 The analysis before 2008 is precluded due to the unavailability of data for the core inflation measure. 
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We analyze inflation convergence among countries of the European Union (EU) in the sample 

period from 1999 to 2017. Inflation convergence is one of the Maastricht prerequisites to join 

the Economic and Monetary Union and since the vast majority of EU countries will have 

adopted the common currency at some point in the future, it is needed to analyze inflation 

convergence among EU countries even today. Our analysis is performed from the perspective 

of recent economic developments along with the process of EU integration. Specifically, we 

assess how inflation convergence in the EU is affected by the global financial crisis (GFC), 

the European sovereign debt crisis, the period of the zero lower bound (ZLB), and the 

implementation of the acquis communautaire (AC), eg. the common EU law each candidate 

country is obliged to implement prior to EU accession. 

Our analysis contributes to the literature on inflation convergence in Europe by 

focusing on a larger sample of countries (all 28 EU member states), using a longer sample 

period (until 2017), and implementing a comprehensive set of three inflation benchmarksð

cross-sectional average, the ECB target of ñbelow, but close to, 2% over the medium termò, 

and the inflation benchmark based on the Maastricht criteria. We use the ADF-SUR 

framework for relative convergence that allows for contemporaneous correlation among 

errors, similarly to Lopez and Papell (2012). Further, we refine the model specification by 

adding dummy variables for two factors of inflation convergence (ZLB, AC). These dummy 

variables in fact represent structural breaks to the intercept and their inclusion is compatible 

with the definition of relative convergence. 

Overall, we report comprehensive evidence of inflation convergence among EU 

countries that became even more widespread after the global financial crisis. At the same 

time, the convergence process has on average not weakened compared to the pre-crisis years. 

These two results together imply that the process of inflation convergence in the EU has not 

been permanently disrupted after the GFC. We further show that the period of the ZLB has 

not induced a wide-scale divergence of inflation rates from any of the benchmarks. The effect 

of the implementation of the AC is inconclusive and does not support the idea that new EU 

member states might have worked on their alignment towards the EU also in terms of 

inflation rates prior to their accession to the EU. Our results are generally robust across all 

three inflation benchmarks and with respect to the use of a core inflation measure in the 

crisis/post-crisis period. 

Our findings complement the earlier results of Koļenda and Papell (1997) and Lopez 

and Papell (2012), who report evidence in favor of inflation convergence for the old EU 

member states before (Koļenda and Papell, 1997) and after (Lopez and Papell, 2012) the 

introduction of the common currency. Further, we determine that the inflation rates of the new 

EU member states are synchronized with those of the old EU member states even after the 

GFC and thus follow the process observed earlier by Koļenda et al. (2006). Our 

comprehensive evidence on inflation convergence among all EU member states in recent 

years implies that inflation rates across the EU do not permanently deviate from the ECBôs 

goal for price stability. Consequently, inflation synchronization does not seem to pose a 

challenge for further enlargement of the euro area. 
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Table 2.1: Summary of the literature on inflation convergence in Europe 

Study Target group Method  Benchmark Results 

Koļenda and Papell 

(1997) 

EU member states 

(1997) 

Panel ADF, Monte 

Carlo 

Cross-sectional 

average 

In favor of convergence 

Lopez and Papell 

(2012) 

Initial euro area 

members 

ADF-SUR test Cross-sectional 

average 

In favor of convergence, both 

after the Maastricht Treaty 

and euro introduction 

Giannellis (2013) Euro area members 

(2009) 

Threshold 

autoregressive unit-

root tests 

Cross-sectional 

average 

Evidence against 

convergence, one-size-fits-all 

policy of the ECB not 

optimal 

Lee and Mercurelli 

(2014) 

France, Germany, 

Italy 

Structural vector 

autoregressive model 

none Evidence in favor of more 

symmetric shocks affecting 

France, Germany, and Italy; 

the process not decisively 

interrupted by the GFC 

Koļenda et al. (2006) New EU member 

states (2004) 

Vogelsang test 

(structural breaks) 

Maastricht In favor of inflation 

convergence 

Cuestas et al. (2016) CESEE countries ADF test allowing for 

non-linear elements 

Euro area 

average 

inflation rate 

Evidence against 

convergence; structural 

breaks, non-linearities 

present 

Siklos (2010) New EU member 

states (2004) 

Unit-root, 

cointegration tests 

Maastricht In favor of convergence 
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Table 2.2: Convergence towards the cross-sectional average 

Country 

Pre-crisis period (1999M1ï2008M8) Crisis/post-crisis period (2008M9ï2017M12) 

Inflation 

differential 

(ɟ) 

t-stat 
Monte Carlo 

1%/5%/10% t -stat 
AC Intercept 

Inflation 

differential 

(ɟ) 

t-stat 
Monte Carlo 

1%/5%/10% t -stat 
ZLB  Intercept 

Austria 0.9509 -2.24 -3.47/-2.89/-2.57  -0.0006 0.8889** -3.87 -3.87/-3.28/-2.94 0.0009 0.0001 

Belgium 0.8567*** -4.45 -3.47/-2.89/-2.57  -0.0015*** 0.9256 -2.47 -4.17/-3.56/-3.24 0.0003 0.0002 

Bulgaria 0.8727 -2.78 -3.74/-3.19/-2.90 -0.0013 0.0049** 0.9333* -2.47 -3.50/-2.85/-2.42 0.0003 -0.0010 

Croatia 0.5608*** -4.69 -3.82/-3.17/-2.85 0.0018** -0.0022*** 0.8516*** -4.00 -3.47/-2.89/-2.57  -0.0002 

Cyprus 0.7742 -2.87 -3.87/-3.23/-2.92 -0.0020 -0.0014* 0.8359 -2.39 -3.86/-3.23/-2.93 -0.0017* -0.0003 

Czech Republic 0.8948 -2.81 -3.88/-3.28/-2.94 -0.0008 -0.0008 0.7109*** -4.49 -3.79/-3.20/-2.89 0.0024*** -0.0014*** 

Denmark 0.8783** -3.32 -3.47/-2.89/-2.57  -0.0018*** 0.8497** -3.57 -3.89/-3.28/-2.93 0.0000 -0.0005 

Estonia 0.9764 -1.09 -3.95/-3.30/-2.99 -0.0010 0.0010** 0.8571*** -4.42 -3.88/-3.28/-2.98 -0.0006 0.0017*** 

Finland 0.8452** -3.25 -3.47/-2.89/-2.57  -0.0029*** 0.9576 -1.21 -3.89/-3.29/-2.95 -0.0008* 0.0005* 

France 0.9506** -3.39 -3.47/-2.89/-2.57  -0.0007** 0.9141* -2.97 -3.92/-3.28/-2.96 0.0003 -0.0004 

Germany 0.9531 -2.29 -3.47/-2.89/-2.57  -0.0007 0.8408*** -3.95 -3.90/-3.31/-3.01 0.0011** -0.0010** 

Greece 0.8314*** -5.69 -3.47/-2.89/-2.57  -0.0002 0.8757** -3.48 -3.90/-3.32/-3.00 -0.0011 -0.0002 

Hungary 0.8585*** -4.12 -3.89/-3.28/-2.96 0.0022** 0.0029*** 0.8942** -3.12 -3.47/-2.89/-2.57  0.0011** 

Ireland 0.9092** -3.05 -3.47/-2.89/-2.57  -0.0004 0.9601 -1.29 -3.98/-3.34/-3.03 0.0004 -0.0006 

Italy 0.9402 -2.35 -3.47/-2.89/-2.57  -0.0060 0.8840 -2.78 -3.89/-3.28/-2.97 -0.0004 0.0000 

Latvia 0.9908 -0.56 -3.86/-3.21/-2.88 -0.0019* 0.0019*** 0.9249*** -4.83 -3.99/-3.37/-3.06 0.0005 -0.0002 
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Lithuania 0.9862 -0.80 -3.87/-3.23/-2.88 -0.0010 0.0009* 0.8931*** -4.72 -3.95/-3.33/-2.97 0.0003 0.0004 

Luxembourg 0.9349 -2.13 -3.47/-2.89/-2.57  -0.0003 0.8940* -2.93 -3.91/-3.25/-2.93 0.0001 0.0001 

Malta 0.8339 -2.48 -3.74/-3.14/-2.83 -0.0013 -0.0016** 0.6473*** -4.69 -3.83/-3.25/-2.92 0.0014* 0.0000 

Netherlands 0.8917*** -3.93 -3.47/-2.89/-2.57  -0.0012*** 0.9317 -1.68 -3.93/-3.28/-2.97 -0.0012* 0.0007 

Poland 0.9591 -1.95 -3.98/-3.37/-3.01 -0.0005 -0.0003 0.9290* -2.59 -3.47/-2.89/-2.57  0.0003 

Portugal 0.9134 -2.51 -3.47/-2.89/-2.57  -0.0005 0.8905** -3.79 -3.93/-3.31/-2.98 0.0009 -0.0007 

Romania 0.9657*** -4.82 -3.90/-3.28/-2.95 -0.0027* -0.0015 0.9727 -1.14 -3.47/-2.89/-2.57  0.0002 

Slovakia 0.9694 -1.21 -3.85/-3.16/-2.84 -0.0005 -0.0000 0.9147 -2.87 -3.87/-3.28/-2.99 -0.0001 0.0000 

Slovenia 0.9043** -3.27 -3.83/-3.23/-2.93 0.0034*** 0.0000 0.7522** -3.81 -3.87/-3.29/-2.98 0.0005 -0.0008* 

Spain 0.9519 -2.37 -3.47/-2.89/-2.57  -0.0000 0.7979*** -4.12 -3.87/-3.26/-2.94 0.0001 -0.0009* 

Sweden 0.9061*** -3.56 -3.47/-2.89/-2.57  -0.0015*** 0.8993 -2.78 -3.89/-3.25/-2.94 0.0012* -0.0009 

United Kingdom 0.9853 -0.94 -3.47/-2.89/-2.57  0.0000 0.8263*** -4.25 -3.34/-2.76/-2.47 0.0019* -0.0006 

Note: Results are based on seemingly unrelated regressions (SUR). Inflation differentials are based on the Harmonized Index of Consumer Prices (HICP) measure. ZLB is the zero lower bound 

dummy variable. AC is the acquis communautaire dummy variable. Sample-specific critical values are derived from the Monte Carlo simulation process as in Koļenda and Papell (1997) with 

10,000 replications. ***, **, and * denote statistical significance at the 1%, 5%, and 10% levels, respectively. 
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Table 2.3: Convergence towards the ECB target 

Country 

Pre-crisis period (1999M1ï2008M8) Crisis/post-crisis period (2008M9ï2017M12) 

Inflation 

differential 

(ɟ) 

t-stat 
Monte Carlo 

1%/5%/10% t -stat 
AC Intercept 

Inflation 

differential 

(ɟ) 

t-stat 
Monte Carlo 

1%/5%/10% t -stat 
ZLB  Intercept 

Austria 0.8621*** -4.93 -3.47/-2.89/-2.57  0.0011*** 0.9110** -3.38 -3.47/-2.83/-2.50 0.0004 -0.0002 

Belgium 0.7771*** -6.27 -3.47/-2.89/-2.57  0.0027*** 0.8231*** -5.70 -4.09/-3.58/-3.30 -0.0005 0.0001 

Bulgaria 0.8749** -3.60 -3.77/-3.18/-2.88 -0.0019 0.0082*** 0.9146*** -4.55 -3.57/-2.88/-2.52 -0.0024 0.0011 

Croatia 0.8778*** -4.15 -3.78/-3.16/-2.85 0.0002 0.0027*** 0.9148*** -4.11 -3.47/-2.89/-2.57  -0.0006* 

Cyprus 0.8623 -2.47 -3.82/-3.24/-2.91 0.0014 0.0016** 0.8507** -3.29 -3.37/-2.73/-2.39 -0.0029* -0.0001 

Czech Republic 0.8967 -2.77 -3.88/-3.30/-2.97 -0.0004 0.0016*** 0.8720*** -4.11 -3.46/-2.80/-2.49 -0.0008 0.0000 

Denmark 0.8989*** -5.05 -3.47/-2.89/-2.57  0.001*** 0.8226*** -5.52 -3.42/-2.76/-2.44 -0.0022*** 0.0001 

Estonia 0.9565 -1.99 -3.96/-3.28/-2.95 -0.0026*** 0.0026*** 0.8907*** -4.50 -3.62/-2.98/-2.65 -0.0015* 0.0014** 

Finland 0.9029*** -5.58 -3.47/-2.89/-2.57  0.0007* 0.9223** -3.09 -3.55/-2.92/-2.55 -0.0009* 0.0001 

France 0.8931*** -3.97 -3.47/-2.89/-2.57  0.0009** 0.8556*** -5.04 -3.46/-2.75/-2.43 -0.0005 -0.0008*** 

Germany 0.8410*** -4.62 -3.47/-2.89/-2.57  0.001** 0.8501*** -4.93 -3.48/-2.80/-2.46 0.0001 -0.0010*** 

Greece 0.8933** -3.11 -3.47/-2.89/-2.57  0.0024*** 0.8631** -3.01 -3.38/-2.69/-2.36 -0.0025 0.0001 

Hungary 0.8851*** -3.92 -3.90/-3.29/-2.95 0.0035** 0.0046*** 0.9249*** -3.79 -3.47/-2.89/-2.57  0.0003 

Ireland 0.9540** -2.99 -3.47/-2.89/-2.57  0.0008 0.9217** -3.25 -3.31/-2.66/-2.33 0.0010*** -0.0018*** 

Italy 0.9149** -3.40 -3.47/-2.89/-2.57  0.0011** 0.8645*** -4.31 -3.60/-2.84/-2.49 -0.0013* -0.0001 

Latvia 0.9887 -0.52 -3.80/-3.20/-2.88 -0.0038*** 0.0028*** 0.9057*** -5.86 -3.51/-2.78/-2.47 0.0002 -0.0004 
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Lithuania 0.9818 -0.80 -3.86/-3.23/-2.88 -0.0032*** 0.0019*** 0.9094*** -4.65 -3.88/-3.14/-2.79 -0.0006 0.0004 

Luxembourg 0.8039*** -4.25 -3.47/-2.89/-2.57  0.0035*** 0.8228*** -6.02 -3.33/-2.71/-2.42 -0.0009 0.0000 

Malta 0.7322*** -3.96 -3.73/-3.14/-2.81 0.0033** 0.0024*** 0.7587*** -3.76 -3.30/-2.63/-2.31 -0.0032*** 0.0015* 

Netherlands 0.9454** -3.45 -3.47/-2.89/-2.57  0.0008* 0.8748*** -3.76 -3.52/-2.82/-2.47 -0.0013** 0.0000 

Poland 0.9627 -1.95 -3.94/-3.30/-2.98 -0.0017 0.0009** 0.9630* -2.77 -3.47/-2.89/-2.57  -0.0001 

Portugal 0.9597 -1.64 -3.47/-2.89/-2.57  0.0006 0.8263*** -6.40 -3.45/-2.80/-2.48 -0.0003 -0.0010** 

Romania 0.9715** -3.64 -3.86/-3.26/-2.93 -0.0038* 0.0006 0.9627 -2.17 -3.47/-2.89/-2.57  0.0000 

Slovakia 0.9873 -0.53 -3.80/-3.17/-2.84 -0.0031 0.0003 0.8848*** -5.86 -3.65/-2.96/-2.59 -0.0013*** 0.0001 

Slovenia 0.9119** -3.51 -4.00/-3.29/-2.95 0.0031** 0.0022*** 0.8701*** -3.79 -3.59/-2.86/-2.54 -0.0004 -0.0007 

Spain 0.8718*** -4.10 -3.47/-2.89/-2.57  0.0027*** 0.8319*** -5.32 -3.44/-2.78/-2.47 -0.0010 -0.0007 

Sweden 0.9202** -3.42 -3.47/-2.89/-2.57  0.0006* 0.8840*** -4.48 -3.72/-2.93/-2.59 0.0017*** -0.0018*** 

United Kingdom 0.8722** -3.29 -3.47/-2.89/-2.57  0.0009** 0.9405* -2.93 -3.59/-2.91/-2.57 0.0006 -0.0004 

Note: Results are based on seemingly unrelated regressions (SUR). Inflation differentials are based on the Harmonized Index of Consumer Prices (HICP) measure. ZLB is the zero lower bound 

dummy variable. AC is the acquis communautaire dummy variable. Sample-specific critical values are derived from the Monte Carlo simulation process as in Koļenda and Papell (1997) with 

10,000 replications. ***, **, and * denote statistical significance at the 1%, 5%, and 10% levels, respectively. 
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Table 2.4: Convergence towards the Maastricht criterion inflation benchmark 

Country 

Pre-crisis period (1999M1ï2008M8) Crisis/post-crisis period (2008M9ï2017M12) 

Inflation 

differential 

(ɟ) 

t-stat 
Monte Carlo 

1%/5%/10% t -stat 
AC Intercept 

Inflation 

differential 

(ɟ) 

t-stat 
Monte Carlo 

1%/5%/10% t -stat 
ZLB  Intercept 

Austria 0.7850** -3.25 -3.47/-2.89/-2.57  0.0014*** 0.8927* -3.18 -3.86/-3.24/-2.93 0.0008* 0.0010** 

Belgium 0.8410 -2.53 -3.47/-2.89/-2.57  0.0017*** 0.7988*** -5.43 -4.12/-3.51/-3.18 0.0007 0.0019*** 

Bulgaria 0.9131 -2.02 -3.84/-3.20/-2.89 -0.0013 0.0056** 0.9116*** -4.06 -3.44/-2.81/-2.50 -0.0017 0.0016 

Croatia 0.8965 -2.18 -3.83/-3.19/-2.86 0.0007 0.0020* 0.8950*** -4.19 -3.84/-3.24/-2.93  0.0007* 

Cyprus 0.7360** -3.57 -3.85/-3.21/-2.90 0.0001 0.0038*** 0.8092** -3.38 -3.94/-3.25/-2.93 -0.0027* 0.0018* 

Czech Republic 0.9214 -1.91 -3.86/-3.23/-2.93 -0.0009 0.0012** 0.8277*** -4.57 -3.82/-3.17/-2.87 -0.0003 0.0018*** 

Denmark 0.7574*** -5.51 -3.47/-2.89/-2.57  0.0019*** 0.7079*** -4.76 -4.06/-3.32/-3.00 -0.0022*** 0.0031*** 

Estonia 0.9771 -0.94 -3.94/-3.28/-2.93 -0.0014** 0.0015* 0.8703*** -5.02 -3.90/-3.28/-2.96 -0.0011 0.0030*** 

Finland 0.8843*** -3.87 -3.47/-2.89/-2.57  0.0005* 0.9182 -2.63 -3.92/-3.26/-2.95 -0.0008 0.0011** 

France 0.9139 -2.33 -3.47/-2.89/-2.57  0.0006* 0.7990*** -4.83 -3.90/-3.27/-2.96 0.0003 0.0009** 

Germany 0.9484 -0.97 -3.47/-2.89/-2.57  0.0003 0.8822* -3.09 -3.87/-3.29/-2.99 0.0008* 0.0004 

Greece 0.6456*** -4.77 -3.47/-2.89/-2.57  0.0075*** 0.8780 -2.67 -3.84/-3.24/-2.93 -0.0013 0.0011 

Hungary 0.9045*** -4.63 -4.04/-3.38/-3.04 0.0019* 0.0039*** 0.9170** -3.32 -3.47/-2.89/-2.57  0.0015** 

Ireland 0.9685 -1.14 -3.47/-2.89/-2.57  0.0003 0.9144* -3.22 -3.89/-3.32/-2.97 0.0015*** -0.0011** 

Italy 0.6702*** -4.79 -3.47/-2.89/-2.57  0.0038*** 0.8369*** -4.45 -3.95/-3.37/-3.07 -0.0008 0.0016*** 

Latvia 0.9982 -0.09 -3.79/-3.19/-2.87 -0.0023** 0.0020** 0.9182*** -4.97 -3.97/-3.39/-3.05 0.0008 0.0004 
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Lithuania 1.0101 0.48 -3.85/-3.22/-2.91 -0.0018* 0.0013** 0.9176*** -4.08 -3.98/-3.29/-2.98 0.0001 0.0012* 

Luxembourg 0.8467** -3.19 -3.47/-2.89/-2.57  0.0025*** 0.8124*** -6.42 -4.07/-3.38/-3.07 0.0001 0.0018** 

Malta 0.7595** -3.36 -3.72/-3.16/-2.82 -0.0006 0.0029*** 0.5875*** -4.47 -3.83/-3.21/-2.90 -0.0023** 0.0059*** 

Netherlands 0.9527 -1.95 -3.47/-2.89/-2.57  0.0005 0.8776* -3.23 -3.93/-3.28/-2.96 -0.0007 0.0013** 

Poland 0.9615 -2.22 -3.92/-3.31/-3.00 -0.0007 0.0006 0.9467* -2.64 -3.47/-2.89/-2.57  0.0006 

Portugal 0.9630 -0.69 -3.47/-2.89/-2.57  0.0005 0.8596*** -4.74 -3.96/-3.33/-3.01 0.0006 0.0005 

Romania 0.9705** -3.66 -3.87/-3.26/-2.94 -0.0030 0.0000 0.9562 -2.19 -3.47/-2.89/-2.57  0.0008 

Slovakia 0.9636 -1.42 -3.82/-3.20/-2.85 -0.0023 0.0011 0.8708*** -5.22 -3.97/-3.35/-3.04 -0.0006 0.0013** 

Slovenia 0.9363 -2.12 -3.86/-3.27/-2.95 0.0021 0.0013 0.8410** -3.88 -3.90/-3.29/-2.98 -0.0003 0.0012* 

Spain 0.8468 -2.55 -3.47/-2.89/-2.57  0.0030** 0.8249*** -4.82 -3.86/-3.26/-2.95 -0.0002 0.0010 

Sweden 0.8664 -2.16 -3.47/-2.89/-2.57  0.0007** 0.8384*** -4.08 -3.86/-3.20/-2.87 0.0015*** 0.0002 

United Kingdom 1.0021 0.06 -3.47/-2.89/-2.57  0.0001 0.8986*** -3.65 -3.41/-2.83/-2.52 -0.0012 0.0028*** 

Note: Results are based on seemingly unrelated regressions (SUR). Inflation differentials are based on the Harmonized Index of Consumer Prices (HICP) measure. ZLB is the zero lower bound 

dummy variable. AC is the acquis communautaire dummy variable. Sample-specific critical values are derived from the Monte Carlo simulation process as in Koļenda and Papell (1997) with 

10,000 replications. ***, **, and * denote statistical significance at the 1%, 5%, and 10% levels, respectively.
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Table 2.5: Convergence of the core inflation measure towards inflation benchmarks in the crisis/post-crisis period (2008M9ï2017M12) 

Country 

Cross-sectional average ECB target Maastricht criterion 

Inflation 

differential 

(ɟ) 

ZLB  Intercept 

Inflation 

differential 

(rho) 

ZLB  Intercept 

Inflation 

differential 

(ɟ) 

ZLB  Intercept 

Austria 0.7581*** 0.0007 0.0018*** 0.8757 -0.0001 0.0003 0.7527*** 0.0002 0.0038*** 

Belgium 0.6940** 0.0015*** 0.0006* 0.4447*** 0.0003 -0.0013*** 0.4037*** 0.0011*** 0.0067*** 

Bulgaria 0.9199** -0.0012 0.0000 0.9433** -0.0019 0.0007 0.9283** -0.0018 0.0014 

Croatia 0.8665* 

 

-0.0005 0.8906 

 

-0.0013** 0.8993 

 

0.0003 

Cyprus 0.6072* -0.0032** -0.0011 0.6700** -0.0037** -0.0027*** 0.6415* -0.0036** 0.0020* 

Czech Republic 0.9254 0.0005 -0.0004 0.8898 0.0005 -0.0014* 0.8874* 0.0006 0.0001 

Denmark 0.7266** -0.0008* 0.0004 0.7868** -0.0014*** -0.0008** 0.6859*** -0.0014*** 0.0031*** 

Estonia 0.8107** -0.0004 0.0014*** 0.7717*** -0.0010 0.0003 0.7723*** -0.0005 0.0033*** 

Finland 0.8939 -0.0003 0.0005 0.9179 -0.0009** 0.0000 0.9453 -0.0007 0.0008 

France 0.7462** 0.0001 -0.0004* 0.7746 -0.0009* -0.0015*** 0.6300** -0.0010** 0.0027*** 

Germany 0.5358*** 0.0021*** -0.0009** 0.4322*** 0.0002 -0.0038*** 0.5021** 0.0012*** 0.0033*** 

Greece 0.9415 0.0001 -0.0007 0.9794 0.0009 -0.0011 0.9738 0.0010 -0.0008 

Hungary 0.8914* 

 

0.0009* 0.9288 

 

-0.0001 0.8962** 

 

0.0015** 

Ireland 0.9296 0.0005 -0.0006 0.8852** 0.0013** -0.0024*** 0.8750*** 0.0018** -0.0010* 

Italy 0.7443** -0.0018*** 0.0013** 0.678*** -0.0034*** 0.0001 0.6729** -0.0029*** 0.0045*** 

Latvia 0.8450** 0.0030*** -0.0024** 0.8333** 0.0029*** -0.0037*** 0.8370** 0.0034*** -0.0016** 
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Lithuania 0.8972** 0.0011* -0.0002 0.8541*** 0.0018*** -0.0015*** 0.8625*** 0.0021*** 0.0004 

Luxembourg 0.8788 -0.0005* 0.0010** 0.8855 -0.0007* 0.0002 0.7877** -0.0007* 0.0032*** 

Malta 0.5361*** 0.0020** -0.0008 0.6521** -0.0002 -0.0020** 0.6269** 0.0003 0.0029*** 

Netherlands 0.8820 -0.0010 0.0008* 0.8852 -0.0015** 0.0002 0.9031 -0.0014** 0.0017** 

Poland 0.9376 

 

-0.0001 0.9463 

 

-0.0006** 0.9320 

 

0.0003 

Portugal 0.8106* 0.0002 -0.0005 0.6577*** -0.0013 -0.0026*** 0.7429** -0.0006 0.0015** 

Romania 1.0002 

 

-0.0009** 0.9865 

 

-0.0011*** 0.9694 

 

-0.0006 

Slovakia 0.9259 -0.0004*** 0.0004** 0.9148** -0.0008*** 0.0001 0.8861*** -0.0007** 0.0015*** 

Slovenia 0.6863*** 0.0026*** -0.0034*** 0.7954** 0.0009 -0.0032*** 0.795** 0.0014* -0.0005 

Spain 0.6397*** -0.0008** -0.0005 0.6634*** -0.0022*** -0.0019*** 0.6896*** -0.0014** 0.0024*** 

Sweden 0.8398** 0.0013*** -0.0010** 0.8929 0.0013** -0.0017*** 0.8423** 0.0015*** 0.0001 

United Kingdom 0.8044*** 0.0017 0.0003 0.9092* 0.0002 0.0006 0.9028* 0.0017*** 0.0004 

Note: Results of the estimation for the crisis and the post-crisis period (2009ï2016) based on seemingly unrelated regressions (SUR). Inflation differentials are based on the Harmonized Index of 

Consumer Prices (HICP) excluding food and energy prices measure. ZLB is the zero lower bound dummy variable. Sample-specific critical values are derived from the Monte Carlo simulation 

process as in Koļenda and Papell (1997) with 10,000 replications (not reported). ***, **, and * denote statistical significance at the 1%, 5%, and 10% levels, respectively. 
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Figure 2.1: Graphical summary of group inflation rates: plots of summary statistics 

 

Figure 2.2: Comparison of the convergence coefficients in the pre-crisis and the 

crisis/post-crisis period (all benchmarks) 

 

Note: Symbols above the 45-degree line show countries with weaker inflation convergence in the crisis/post-crisis period 

(compared to the pre-crisis period). Symbols below the 45-degree line show countries with weaker inflation convergence in 

the pre-crisis period (compared to the crisis/post-crisis period). 
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Figure 2.3: Comparison of the convergence coefficients in pre-crisis and the crisis/post-crisis periods: individual benchmarks

 

(a) ECB target (b) Maastricht criterion  (c) Cross-sectional average 
 

Note: Symbols above the 45-degree line show countries with weaker inflation convergence in the crisis/post-crisis period (compared to the pre-crisis period). Symbols below the 45-degree line 

show countries with weaker inflation convergence in the pre-crisis period (compared to the crisis/post-crisis period). 
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Chapter 3: What drives the distributional dynamics of client interest rates on consumer 

loans in the Czech Republic? 

 

Abstract 

 

We study determinants of the bank-level distributional dynamics of client interest rates on 

consumer loans in the Czech Republic in the recent period 2014ï2019 when banks started to 

provide new consumer loans at very low interest rates. We build on the relevant literature in 

terms of the selected explanatory variables as well as the methodological approach and use 

regulatory data that enable us to work with the mean, median and the mode of the distribution 

of client interest rates on consumer loans. We show that development of the market rate, the 

NPL ratio as well as the unemployment rate facilitated the observed distributional dynamics. 

Further, using a variety of variables on market competition/market concentration, our analysis 

reveals that the role of this determinant is limited at best. Our results, especially regarding the 

pass-through from market rates to consumer loan rates, are mostly in line with the 

international literature but are novel in the Czech context. 

 

3.1 Introduction and motivation  

In this paper, we focus on determinants of distributional dynamics of client rates on consumer 

loans in the Czech Republic in recent years (2014ï2019). The topic of consumer loans in the 

Czech Republic is under-researched as analyses of individual segments of the Czech loan 

market typically focus on corporate loans, housing loans, mortgages or household loans in 

general (BrŢha, 2011; Horv§th and Podpiera, 2012; Hainz et al., 2014; Havr§nek et al., 2016). 

However, it deserves renewed attention in the wake of the continuing expansion of the Czech 

economy (CNB, 2018).21 

From the policy perspective, there are several reasons why it is important to study the 

evolution and determinants of client interest rates on consumer loans and their distributional 

dynamics. First, given their higher non-performing loans (NPL) ratio, such loans are a major 

source of credit risk for providers of consumer loans. This credit risk is amplified by the fact 

that consumer loans tend to display a higher loss given default (LGD) at any given probability 

of default (PD), as they are not collateralized. Second, given that interest rates on consumer 

loans are higher than those on other sorts of loans, consumer loans account for a large part of 

commercial banksô margins and thus contribute to their interest income.22 Nevertheless, the 

decline in client interest rates on consumer loans has been a major driver of the recent fall in 

banksô margins (CNB, 2017). Third, given that consumer loans are taken out more frequently 

by lower-income households, they can have a greater influence on the balance sheets, 

overindebtedness, solvency, and consumer behavior of households themselves.23 Repayment 

difficulties can affect consumer credit providers more quickly than e.g. providers of loans for 

house purchase. Fourth, following the implementation of the Czech National Bank (CNB)ôs 
 

21 Consumer loans constitute around 7% of the total stock of loans and 14% of the total stock of household loans 

as of January 2019. Moreover, new consumer loans account for 10% of all new loans and non-performing 

consumer loans account for around 27% of all household non-performing loans. 
22 The high consumer credit rates are also due to higher expected losses on consumer loans. The effect of the 

higher margins on such loans on operating profits is thus partly offset by higher risk costs and provisioning. 
23 According to the Czech Statistical Officeôs Household Budget Survey, the average income of households with 

consumer or similar loans is 91% of that of households with mortgage loans. BrŢha et al. (2017) meanwhile find 

that debt servicing has a negative effect on household consumption. 
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Recommendation on the management of risks associated with the provision of retail loans 

secured by residential property24, there is also a debate about whether some consumer loans 

are being provided in order to circumvent the loan-to-value (LTV) limit (CNB, 2018). 

The contribution of the paper is constituted in the bank-level analysis of determinants 

of the distributional dynamics of client interest rates on consumer loans in the Czech 

Republic. Such an analysis has not been conducted previously and could serve as a useful 

policy exercise for authorities (regardless if for monetary policy or financial stability 

purposes) that have similar data at their disposal. We use detailed regulatory data on the 

empirical distributions of client interest rates on consumer loans in the sample period from 

2014 to 2019.25 In the explanatory data analysis we show that in the recent years (i) the 

empirical distribution of client rates on consumer loans has become right-skewed, unlike in 

any previous period for which data are available, (ii) this trend pertains to most banks that 

provide consumer loans in the Czech Republic, (iii) consumer loans are most frequently 

provided with the maturity over 5 years. 

Next, based on the literature review, we identify several determinants that can explain 

the recently observed distributional dynamics of client interest rates on consumer loans. These 

are (i) the cost of funds that can be influenced by monetary policy (De Graeve et al., 2007; 

BrŢha, 2011; Havr§nek et al., 2016), (ii) changes in the underlying credit risk (Horv§th and 

Podpiera, 2012; Gregor and MeleckĨ, 2018), (iii) market concentration/competition in this 

segment (Havr§nek et al., 2016; Gregor and MeleckĨ, 2018), or (iv) macroeconomic variables 

such as the unemployment rate (Hainz et al., 2014). The literature review also suggests the 

use of error correction models if possible. We show that our data are cointegrated in the 

sample period from 2014 to 2019 and the use of the pooled mean group estimator is 

warranted, unlike in previous studies such as Horv§th and Podpiera (2012) or Havr§nek et al. 

(2016). Thus, we are the first authors that bring forth valid estimation results on the interest 

rate pass-through for consumer loans in the Czech Republic. 

To obtain comprehensive assessment of the research objective, we employ three types 

of location measures ï the mean interest rate, the median interest rate and the mode interest 

rate which corresponds to the location of the highest mode (global maximum) of the density 

function of consumer loans. To ensure robustness of our results, we also assume alternative 

variables for market concentration/competition, including the Boone indicator (Boone, 2001). 

The chapter has the following structure. In the second section, we summarize the body 

of literature focusing on client interest rates on consumer loans and in particular on 

methodological approaches for analyses of their determinants. In the third section, we 

introduce our data and variables and formulate our working hypotheses. We continue with a 

fourth section in which we introduce our main empirical method. The fifth section presents 

our results. In the sixth section, we provide concluding remarks and discuss the policy 

implications of our results. 

 

 
24 For more information on the Recommendation, please see  

https://www.cnb.cz/en/financial-stability/macroprudential-policy/recommendation-on-the-management-of-risks-

associated-with-the-provision-of-retail-loans-secured-by-residential-property/. 
25 We analyze new consumer loans rather than the stock of consumer loans. This is standard in the literature, as 

client interest rates on new loans reflect changes in the economic environment faster than client interest rates on 

the stock of consumer loans (£gert and MacDonald, 2009; Aristei and Gallo, 2014). 
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3.2 Literature review  

In this section, we summarize which determinants could be reasonably assumed to influence 

distributional dynamics of consumer loan rates.26 Also, we review methodological approaches 

towards analyzing determinants of client interest rates on consumer loans. 

From the methodological point of view, approaches based on the error correction 

model are recommended by the relevant literature. This technique, however, requires data on 

both client rates on consumer loans and market rates to be non-stationary and cointegrated 

(De Graeve et al., 2007; Horv§th and Podpiera, 2012; Aristei and Gallo, 2014; Havr§nek et 

al., 2016). If these conditions are not met, an alternative approach are dynamic panel data 

estimators such as a system generalized method of moments (GMM) estimator (Hainz et al., 

2014). 

The literature mentions monetary policy as the most common factor in both the Czech 

and in the international context. However, some studies also introduce other factors ï apart 

from monetary policy ï which might influence client rates on consumer loans. 

Basically, there are two ways how to conceptually capture the interest rate pass-

through, i.e. the link between monetary policy rates and client rates ï the monetary policy and 

the cost of funds approach (£gert and MacDonald, 2009). While the former assumes a 

relationship between a monetary policy rate and a client rate (without an intermediate effect 

of monetary policy on money market rates), the latter stresses the term-structure dimension of 

interest rates and zooms in on the link between the market and the client rate. Crucially, 

market rates are assumed to be influenced by monetary policy but this relationship is not 

explained (Figure 2 in £gert and MacDonald, 2009). In practice, the cost of funds approach 

requires that client rates on consumer loans (with a certain interest rate fixation period) are 

related to money market rates of comparable maturity (De Graeve et al., 2007; BrŢha, 2011; 

Havr§nek et al., 2016). 

In the Czech context, the literature on the interest rate pass-through is somewhat 

limited. This stems from the fact that client rates on consumer loans are typically not found to 

be cointegrated with market or monetary policy rates (Horv§th and Podpiera, 2012; Havr§nek 

et al., 2016; Gregor and MeleckĨ, 2018). Horv§th and Podpiera (2012) attribute this result to a 

dominant role of credit risk and considerable market concentration in pricing of consumer 

loans. Similarly, Havr§nek et al. (2016) state that ñconsumer loan rates seem to be driven by 

factors other than market interest ratesò. A similar view is shared by Gregor and MeleckĨ 

(2018) who do not find evidence for a stable pass-through of the repo rate to a client interest 

rate on consumer loans. Next, BrŢha (2011) notes that interest rate spreads of consumer loans 

barely respond to the business cycle. This is in contrast with the findings of Hainz et al. 

(2014) who show that unemployment rate exhibits some impact on the interest rate spreads of 

consumer loans. The effect of credit risk variables on client rates on consumer loans is 

advocated by Hainz et al. (2014) for the crisis period (2008ï2011) and by Gregor and 

 
26 At the same time, to the best of our knowledge we are the first authors to study the distributional dynamics of 

client rates on consumer loans. The topic of distributional dynamics, however, is established in economics. 

Koļenda and Valachy (2002) analyze the distributional dynamics of the ownership structures of Czech firms. 

Nath and Tochkov (2013) focus on the distributional dynamics of the inflation rates of the new EU member 

states with respect to the benchmark based on the inflation rates of countries that joined the Economic and 

Monetary Union in 1999. 
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MeleckĨ (2018) who illustrate that an increase in a credit risk indicator translates into a higher 

premium of client rates on consumer loans over the repo rate in the period 2004ï2017. 

In the international context, several studies conclude that the interest rate pass-through 

to consumer loans is low and slow, both in the pre-crisis and the crisis period. In the pre-crisis 

period, £gert and MacDonald (2009) show this for the countries of Central and Eastern 

Europe (CEE) while De Graeve et al. (2007) and Gropp et al. (2014) deliver similar results for 

Belgium and the euro area, respectively. Next, Aristei and Gallo (2014) report that both the 

short-run and the long-run pass-through to rates on consumer loans in the euro area is 

significantly lower than 1 in the crisis period. The authors therefore claim that monetary 

authorities are unable to adequately affect rates on consumer loans as a result of a substantial 

market power of banks that exert sizable risk premia in the consumer loans segment. A related 

conclusion is presented in Van Leuvensteijn et al. (2013) who study the link between bank 

competition and the interest rate pass-through in the euro area in the period 1999ï2004. The 

authors find that more intense competition between banks leads to lower risk premia on 

consumer loans. 

To summarize, the covered literature advises to consider variables that reflect that the 

price of a consumer loan is composed of a risk-free rate (influenced by monetary policy) and 

a mark-up (potentially driven by market concentration or market competition) which also 

includes a risk premium (which is likely related by the asset quality of the consumer loan 

portfolio). Among other variables that might be considered, the use of a proxy for 

macroeconomic development is recommended. 

 

3.3 Data, variables, hypotheses 

In our analysis, we use monthly data on the consumer loans and their interest rates of banks in 

the Czech Republic from supervisory databases maintained by the Czech National Bank 

(CNB). Our sample period spans from January 2014 to January 2019, constituting 61 

observations in total.  

The choice of the sample period is given by the aim to explore the determinants of 

recent distributional dynamics of client interest rates on consumer loans. Figure 3.1 shows 

that in the period starting in January 2014, the aggregate (i.e. using data for the entire banking 

sector) empirical distribution of client rates on consumer loans has been gradually shifting 

towards lower values. A similar picture is conveyed if we distill from the distributional data 

three location measures ï mean, median, and mode (Figure 3.2). All of the location measures 

have been decreasing for most of the period 2014ï2019, before somewhat levelling off 

towards the end of the sample. Figures A2 and A3 then reveal that the recent development is 

unprecedented in comparison with the period 2004ï2013 and that banks in the Czech 

Republic have been providing consumer loans for lowest interest rates on record in recent 

years. 

In the empirical analysis that will attempt to uncover the determinants of these 

distributional dynamics, we will work with data on 11 banks in the Czech Republic that 

provided between 96% and 99% of all consumer loans provided by banks in the period 2014ï

2019. Our sample covers both universal banks and special-purpose banks focusing 

exclusively on consumer loans. As such, consumer loans cover not only specific-purpose 

credit for goods and services (typically durables such as electronic goods, furniture, and cars), 
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but also non-specific credit that can be used for any purpose. The different types of consumer 

loans differ considerably in terms of risk characteristics, maturity, and interest rates. 

However, in case of the Czech Republic, non-specific consumer loans dominate specific-

purpose (e.g. cars, electronic items, furniture) credit, by a ratio of 7:3 as for January 2019. 

Also, most banks have exhibited a shift of the empirical distribution of client rates on 

consumer loans towards lower values in recent years (Figure A4), similarly as can be deduced 

from the aggregate picture presented by Figure 3.1. 

Next, we illustrate in Figure 3.3 that most of the consumer loans have been provided 

in recent years with fixation (maturity) over 5 years. On the other hand, the other two 

categories with shorter maturities are less important. This is in contrast with the relevant 

literature that claims that consumer loans have a short-term character (Sander and Kleimeier, 

2004; Green and Wachter, 2005). The long-term character of consumer loans implies that the 

cost of funds approach might be more reasonable than the monetary policy approach in 

explaining the evolution of client rates on consumer loans. Also, the monetary policy rate of 

the Czech National Bank has been kept at zero lower bound until 2017 (Gregor and MeleckĨ, 

2018). This would arguably lead to the inability of the monetary policy rate to explain 

variation in the client interest rates on consumer loans.27 The cost of funds approach is also 

assumed by related studies such as BrŢha (2011), Horv§th and Podpiera (2012) and Havr§nek 

et al. (2016). 

 Further, Figure 3.4 shows the evolution of four potential factors of client rates on 

consumer loans identified in the literature in the Czech as well as the international context 

corresponding to the market rate, the ratio of non-performing consumer loans, the 

unemployment rate, and the market concentration variable. The market rate in constructed as 

a weighted average of market rates corresponding to the three fixation/maturity categories, 

using the classification of BrŢha (2011). While assuming this approach, the maturity category 

under 1 year is paired with the 6M Pribor (Prague InterBank Offered Rate), the category from 

1 year to 5 years with 3Y IRS (interest rate swap) and the category over 5 years with 7Y IRS. 

The resulting weighted average of maturities is than assigned to the closest interest swap 

rate.28 All variables except for the market have been decreasing in the period 2014ï2019. The 

unemployment rate is based on the data from the Czech Statistical Office. Both the ratio of 

non-performing consumer loans and the market concentration variable are computed using 

granular bank-level data. As the market concentration variable, we assume the Herfindahl-

Hirschman index, similarly to Gregor and MeleckĨ (2018).29 We provide summary statistics 

along with definitions of all variables in Table A4. 

Based on the literature both in the Czech and in the international context, all four 

factors could have some impact on the distributional dynamics of client interest rates on 

consumer loans. However, the literature in the Czech context has previously mostly failed to 

identify any statistical significant factors of client rate on consumer loans whatsoever (BrŢha, 

2011; Horv§th and Podpiera, 2012; Havr§nek et al., 2016). Still, the recent period of 
 

27 The recent study by Gregor and MeleckĨ (2018) opted for the monetary policy approach but could not 
establish a cointegration relationship between a two week repo rate and client rates on consumer loans in the 

Czech Republic while also assuming recent years that are a focus of our analysis. 
28 E.g. if new consumer loans of a specific bank have a fixation of 5.9 years, we assume 6Y IRS. 
29 The Herfindahl-Hirschman index is determined as the sum of the squares of the shares (in %) that individual 

banks in the Czech Republic attain in the market for new consumer loans in a given month. 



38 
 

significant distributional dynamics (as shown by Figure 3.1 and A4) invites to revisit the 

hypothesis about the factors driving the distributional dynamics of client interest rates on 

consumer loans (CNB, 2018). Thus, we formulate Hypothesis #1 as follows: 

 

Hypothesis #1: There are no statistically significant determinants of distributional dynamics 

of client interest rates on consumer loans from the set of variables identified by the literature 

review. 

 

We assess Hypothesis #1 via a bank-level analysis of the Czech banking sector using the 

methods presented in the following Section 4. We distinguish between estimates for the mean, 

median, and the mode measure, as they might provide different conclusions, based on 

Figure 3.2. 

 Next, although some studies document an inverse relationship between market 

concentration and market competition (Nickell et al., 1997; Dilling-Hansen et al., 2003), this 

might not hold for the banking sector. According to Claessens and Laeven (2004), there is no 

evidence that competitiveness is negatively related to banking system concentration; the 

authors find that looser bank entry conditions and reduced activity restrictions on banks are 

the determinants of competitiveness of the banking system. This implies that we need to use a 

measure for market competition along with the Herfindahl-Hirschman index. Moreover, 

Berger et al. (2004) and Kleimeier and Sander (2017) advocate the idea of not using a single 

measure of bank competition to obtain more robust results.  

To increase the robustness of the results using the Herfindahl-Hirschman index30, we 

use its version for the consumer loan market that is computed by the Czech National Bank 

and also includes concentration of the non-banking consumer loan sector. On the other hand, 

this measure requires interpolation as it is only provided with quarterly frequency. As for the 

market competition measure, we use the Boone indicator (Boone, 2001) as well as the 

variable capturing banksô perception of competition in the consumer loan market based on the 

Bank Lending Survey of the Czech National Bank. These alternative measures of market 

competition/market concentration are shown in Figure 3.5 and summary statistics are 

provided in Table A4. The Boone indicator is computed in line with Schaeack and Ļih§k 

(2010) at the level of individual banks. Nevertheless, it relates to all portfolios of banks in our 

sample, as generally, data on income and expenses are not available at a portfolio level. From 

Figure 3.5, it can be seen that the Boone indicator reveals that the Czech banking sector has 

become less competitive in recent years which. This is in contrast with the message for the 

consumer loan market conveyed by Herfindahl-Hirschman indices as well as market 

competition based on the Bank Lending Survey. Thus, we aim to explore how the results of 

the empirical analysis of determinants of distributional dynamics of client interest rates on 

consumer loans differ while using each of the available variables for market 

competition/market concentration: 

 

 
30 Concerning the Herfindahl-Hirschman index and its reliability, see also Bos et al. (2017). 
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Hypothesis #2: There are no statistically significant differences of results on determinants of 

client interest rates on consumer loans using any of the available variables for market 

concentration/market competition. 

 

We asses Hypothesis #2 by interchanging the market concentration/market competition 

variable in the model presented in the next Section 4. 

 

3.4 Methodology 

As advised by the related literature covered in Section 2, we shall decide between error 

correction and (potentially dynamic) panel data models for the analysis that aims to explains 

distributional dynamics of client interest rates on consumer loans based on the properties of 

data concerning their (non-)stationarity. 

As the error correction models are more frequently assumed and we have 

bank-specific data at our disposal, our intention is to use the (pooled) mean group estimator, 

similarly to Horv§th and Podpiera (2012) or Havr§nek et al. (2016). The advantage of this 

estimator is that it allows distinguishing between long-term and short-term dynamics in 

explaining the determinants of distributional dynamics of client interest rates on consumer 

loans. Nevertheless, the primary focus of studies such as Horv§th and Podpiera (2012) or 

Havr§nek et al. (2016) is to explore the existence of the interest rate pass-through between 

client and market rates using bank-level data. On the other hand, Gregor and MeleckĨ (2018) 

use aggregate data but enrich the pass-through specification in the error correction framework 

using additional explanatory variables (including a variable for credit risk and market 

concentration), with the reference to studies such as Leroy and Lucotte (2015), Gambacorta et 

al. (2015), Grigoli and Mota (2017), Chileshe and Akanbi (2016) or Holton and dôAcri (2015) 

that also assume a set of conditioning variables in the pass-through specification. As we have 

regulatory bank-specific data at our disposal but assume a variety of potential determinants of 

distributional dynamics of client interest rates on consumer loans based on the literature 

review, we adopt the motivation of Gregor and MeleckĨ (2018) and incorporate it into a 

framework used by Horv§th and Podpiera (2012) and Havr§nek et al. (2016). 

In order to be able to use the pooled mean group estimator, we need to conduct the 

following steps similarly as Havr§nek et al. (2016). First, we need to show that all variables 

that we aim to use in our analysis are non-stationary. As we have an unbalanced panel dataset 

at our disposal, we shall employ the Fisher test (Maddala and Wu, 1999). The core of this test 

is, nevertheless, composed of Augmented Dickey Fuller test. We exploit this feature of the 

test and before running the panel test itself, we analyze stationarity of time series for 

individual banks. This auxiliary analysis shows us that in the period 2014ï2019, the vast 

majority of the time series are indeed non-stationary which is confirmed by the panel version 

of the test.31 

Second, to test for cointegration of variables, we employ the Pedroni (1999) test, 

similarly to Havr§nek et al. (2016) and Van Leuvensteijn et al. (2013). Table 3.1 reveals the 

results of the test for the mean, median and mode measure ï each of these variables are 

 
31 These results are available upon request. For testing the individual time series, we utilize the recursive lag 

selection of Hall (1994) and follow the testing procedure outlined in Koļenda and ĻernĨ (2015). 
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cointegrated with other variables (market rate, the ratio of non-performing consumer loans, 

the unemployment rate, the Herfindahl-Hirschman index) that we intend to use in our analysis 

of determinants of distributional dynamics of client interest rates on consumer loans. 

Third, to prefer the pooled mean group estimator over its mean group counterpart, we 

need to resort to the Hausman test. The pooled mean group restricts the long-run relationship 

to be the same for all banks in the sample, unlike the short-run dynamics that can be described 

by different coefficients across banks. The pooled mean group estimator is often more 

efficient than the mean group estimator, and the advantage gets significant when the number 

of panels in the data set is relatively small, which is the case with Czech data (Havr§nek et al., 

2016). The Hausman test then explores the adequacy of the restriction on the long-run 

dynamics. We report its results along the estimation results in the next Section 5. 

To summarize, we will estimate the error correction model via the pooled mean group 

estimator on data for 11 banks in the sample period 2014ï2019 using the explanatory 

variables motivated by the literature review. The use of the chosen estimator is warranted by 

the fact that the data are non-stationary and cointegrated and based on the results of the 

Hausman test.32 The empirical specification is as follows: 

 

ЎὧέὲίὶὥὸὩȟ ЎάὯὸὶὥὸὩȟ —Ўὢȟ ‗ЎὧέὲίὶὥὸὩȟ άὯὸὶὥὸὩȟ Ўὢȟ ‐ȟȟ 

 

where consrate stands for either the mean, the median or the mode measure, mktrate captures 

the cost of funds of the bank related to consumer loans and indirectly also the monetary policy 

stance, and the vector ὢ captures the other explanatory variables motivated by the literature 

review (the unemployment rate, the NPL ratio, the market concentration variable). Further, 

the coefficient ‗ represents the speed of adjustment towards the long-run equilibrium. Should 

the error correction model be a reasonable specification, the estimate of this coefficient should 

be negative and statistically significant. Finally, parameters  and  describe the short-run 

and the long-run pass-through coefficient, similarly as in Gregor and MeleckĨ (2018). 

 

3.5 Results 

3.5.1 Baseline results 

The results of the baseline estimation are shown in Table 3.2 for all of the mean, the median 

and the mode measure. First, the results of the Hausman test indicate that the pooled mean 

group estimator should be indeed preferred over the mean group estimator as the p-value is 

higher than 0.05 ï we cannot reject the null hypothesis that the restriction on the coefficients 

capturing the long-run dynamics is valid. Second, we note that the coefficients on the error 

correction component (describing the speed of adjustment of variables towards the long-run 

equilibrium) is negative and statistically significant at the 1% level. This ex post vindicates 

the choice of the error correction framework which was recommended by the literature and 

supported by the tests concerning the (non-)stationarity and cointegration of variables 

(included in the model as advised by the literature in Section 2). 

 
32 Note that the structure of our panel (61 time period, 11 banks) does not materially differ from the one used by 

Horv§th and Podpiera (2012) and Havr§nek et al. (2016). 
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 Third, we note that the results are somewhat different for the three location measures. 

While most of the short-term coefficients are statistically insignificant, the estimated 

coefficients of the long-run cointegration relationship reveal that there are some statistically 

significant determinants of distributional dynamics of client interest rates in the Czech 

Republic in the period 2014ï2019. This results in a rejection of Hypothesis #1. Specifically, 

the market interest rate, representing the cost of funds related to consumer loans and indirectly 

also the monetary policy stance, affects the mean and the median client interest rate on 

consumer loans, which were at the same time strongly influenced also by the decreasing 

unemployment rate. Moreover, the median client interest rate on consumer loans was also 

significantly also affected the evolution of the credit risk indicator ï the ratio of 

non-performing consumer loans to total consumer loans. This was also the case of the mode 

of the empirical distribution of client interest rates on consumer loans while there were no 

other statistically significant determinants of the evolution of this measure.  

Overall, if we assume the evolution of the three location measures captured in Figure 

3.2, we can claim that the market rate and the unemployment rate affect rather the upper parts 

of the distribution (the mean and also the median) while the credit risk indicator influences 

rather the lower parts of the distribution of client interest rates on consumer loans (the mode). 

Nevertheless, the observed distributional dynamics of the client interest rates on consumer 

loans in the period 2014ï2019 in the Czech Republic might be contributed to all of the three 

determinants: the decreasing unemployment rate coupled with a benign evolution of credit 

risk and relatively low, albeit slightly increasing market rates, facilitated this development. 

Moreover, the results on the short-run dynamics of the market concentration variable (the 

Herfindahl-Hirschman index) reveal that decreasing market concentration might have 

contributed to a decrease in the client interest rate on consumer loans in the short-run. If we 

allow for some link between market concentration and market competition ï as brought forth 

by Gregor and MeleckĨ (2018) ï we could interpret this as an effect of temporary marketing 

campaigns that are designed to win over consumers on the market. 

 In terms of alignment of our results with the authoritative literature covered in Section 

2, we are the first authors that provide valid results regarding the pass-through of market rates 

to client interest rates on consumer loans using the data for the Czech Republic. Specifically, 

although the short-term coefficients on the market rate are statistically insignificant for all 

three location measure, the estimated coefficients of the market rate in the long-run 

cointegration relationship are 0.60 and 0.69 for the mean and the median measure, 

respectively. These values indicate an incomplete pass-through and are slightly higher than 

the value of 0.51 reported by £gert and MacDonald (2009) for CEE countries in the pre-crisis 

period. Moreover, we can also compute the mean adjustment lag that is defined in our context 

as the gap in the movement of the market rate and the client interest rate on consumer loans. 

This can be determined as the ratio: 
             

  
. 

As the short-term coefficients are statistically insignificant, we only assume the long-term 

ones. The resulting values (in months) are 2.8 and 3.33 for the median and the mean measure, 

respectively. Note that these values are comparable with the values reported by Havr§nek et 

al. (2016). Generally, our results concerning the strength and speed of the pass-through are 



42 
 

mostly in line with the prevailing view in the literature that the pass-through to client interest 

rates on consumer loans is low and slow (De Graeve et al., 2007; £gert and MacDonald, 

2009; Aristei and Gallo, 2014; Gropp et al., 2014). 

 

3.5.2 Additional variables on market concentration/market competition 

The results of the estimations using the alternative variables for market concentration/market 

competition are presented in Table 3.3. Generally, the effect of market concentration on the 

short-run dynamics of client interest rates on consumer loans from the baseline estimation 

does not seem to be robust, resulting in a rejection of Hypothesis #2. In case of the Boone 

indicator, this might be caused by the fact that it cannot be determined for the consumer loan 

market only and thus we need to work with its version over all banksô portfolios. However, 

most of the other results regarding the relevance of the market rate, the unemployment rate, 

and the NPL ratio for the long-run evolution of client interest rates on consumer loans remain 

intact. Interestingly, the estimation using the market competition variable based on the Bank 

Lending Survey suggests that market competition is positively linked with the client interest 

rate on consumer loans in the long-run. However, this result is not supported by any other 

evidence. However, on balance we find that concentration or competition in the consumer 

loan market seems to be a less relevant determinant of distributional dynamics of client 

interest rates on consumer loans in the Czech Republic in the period 2014ï2019 than the 

market rate, the unemployment rate, and the credit risk indicator. 

 

3.6 Conclusion 

Consumer loans constitute a non-negligible part of the loan portfolios of the Czech banking 

sector, having considerable implications for its credit risk and profitability. However, little is 

known about the shape of the empirical distribution of client interest rates, its dynamics over 

time and about the determinants that influence client interest rates on consumer loans as the 

literature in the Czech context presents only limited evidence these topics. Thus, we analyze 

the determinants of bank-level distributional dynamics of client rates on consumer loans 

between 2014ï2019 when client rates have attained very low levels. 

In our bank-level analysis, we use data on three location measure ï mean, median, and 

mode ï to capture the distributional dynamics in a comprehensive manner. Moreover, based 

on the relevant literature, we identify the market rate (as a proxy for the cost of funds related 

to consumer loans and indirectly also to monetary policy stance), the credit risk indicator (the 

proxy for the asset quality, potentially driving the risk premium), the unemployment rate (the 

macroeconomic control), and market concentration/market competition (influencing banksô 

mark-ups) as potential factors which might determine these dynamics. As our estimation 

framework, we employ the pooled mean group estimator, similarly to Horv§th and Podpiera 

(2012), Van Leuvensteijn et al. (2013) and Havr§nek et al. (2016). This modeling approach is 

the most suitable one for the specifics of our panel dataset as we have non-stationary and 

cointegrated data. 

In terms of our results, we find that the observed distributional dynamics of the client 

interest rates on consumer loans in the period 2014ï2019 in the Czech Republic might be 

contributed to the decreasing unemployment rate coupled with a benign evolution of credit 

risk and relatively low, albeit slightly increasing market rates. Moreover, we find some 
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evidence that decreasing market concentration might have contributed to a decrease in the 

client interest rate on consumer loans in the short-run. 

However, the link between the market competition/market concentration and the 

distributional dynamics is not particularly robust as we illustrate using three additional 

variables. On the other hand, we are the first authors in the Czech context that obtain valid 

results regarding the interest rate pass-through from market rates to client interest rates on 

consumer loans. Specifically, we find some evidence of a link between market rate and client 

interest rates on consumer loans for the mean and the median measure. Moreover, the results 

regarding the strength and the speed of the pass-through are mostly in line with the 

international literature on interest rate pass-through (De Graeve et al., 2007; £gert and 

MacDonald, 2009; Aristei and Gallo, 2014; Gropp et al., 2014). 

Our results might have implications both for monetary policy and for financial 

stability as we document that the recent distributional dynamics can be contributed to a 

combination of benign development regarding the macro-financial conditions in the Czech 

Republic. Moreover, client interest rates on consumer loans most likely remain at historically 

lowest levels despite a recent increase in market rates due to a continuing positive 

development regarding the unemployment rate and the credit risk of consumer loans. At the 

same time, the market competition/market concentration does not seem to influence client 

interest rates on consumer loans. This implies that profits from consumer loans can continue 

to contribute to a solid profitability of banks in the Czech Republic which also has potentially 

positive implications for their capital adequacy. 
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Table 3.1: Results of the Pedroni test, baseline 

 Variable 
(1) (2) (3) 

Mean Median Mode 

 t-statistic 

Augmented Dickey-Fuller -1.85** -5.01***  -7.74***  

Modified Phillips-Perron -1.77* -3.27***  -5.20***  

Phillips-Perron -2.14** -5.44***  -6.99***  

Note: ***, **, and * denote statistical significance at the 1, 5, and 10% level, respectively. The null hypothesis is 

no cointegration while the alternative hypothesis assumes that all panels are cointegrated. The number of lags is 

determined by the Akaike Information Criterion, with the maximum of 12 lags (monthly data). 

 

Table 3.2: Determinants of distributional dynamics of client interest rates on consumer 

loans (2014ï2019, baseline) 

 Variable 
(1) (2) (3) 

Mean Median Mode 

 Coef. Std. Err. Coef. Std. Err. Coef. Std. Err. 

Long-run cointegration relationship 

Market rate 0.60***  0.14 0.69***  0.14 0.15 0.33 

NPL ratio 0.07 0.07 0.12* 0.06 0.42***  0.10 

Unemployment rate 1.23***  0.09 1.51***  0.09 0.21 0.26 

Market concentration -0.06 0.07 -0.06 0.07 0.18 0.18 

Speed of adjustment -0.18***  0.05 -0.25***  0.05 -0.38***  0.09 

Short-run dynamics 

ȹMarket rate -0.21 0.20 -0.13 0.32 -1.04 1.24 

ȹNPL ratio 0.04 0.04 0.04 0.07 -0.04 0.17 

ȹUnemployment rate 0.05 0.16 0.14 0.32 0.35 0.61 

ȹMarket concentration 0.04** 0.02 0.05***  0.02 0.07 0.07 

Intercept 0.89***  0.26 0.73***  0.17 -0.27 0.60 

No. of observations 643 

Hausman test 0.47 0.41 0.15 

Note: ***, **, and * denote statistical significance at the 1, 5, and 10% level, respectively. The estimation 

method is the pooled mean square estimator of Pesaran et al. (1999) based on the reported results of the 

Hausman test that helps to decide between the pooled mean square and the mean square estimator. 
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Table 3.3: Determinants of distributional dynamics of client interest rates on consumer loans (2014ï2019, alternative variables on 

market concentration/market competition) 
Market competition/ 

concentration variable 
Herfindahl-Hirschman index including non-banks Boone indicator Competition based on the Bank Lending Survey 

 Variable 

(1) (2) (3) (1) (2) (3) (1) (2) (3) 

Mean Median Mode Mean Median Mode Mean Median Mode 

 Coef. Std. Err. Coef. Std. Err. Coef. Std. Err. Coef. Std. Err. Coef. Std. Err. Coef. Std. Err. Coef. Std. Err. Coef. Std. Err. Coef. Std. Err. 

Long-run cointegration relationship 

Market rate 
0.53***  0.18 0.75***  0.20 -0.17 0.44 1.35***  0.29 0.76***  0.15 0.02 0.35 0.40** 0.20 0.22 0.20 -0.42 0.54 

NPL ratio 
0.09 0.08 0.12* 0.07 0.39***  0.11 0.22** 0.10 0.13** 0.06 0.41***  0.10 0.04 0.06 0.09 0.06 0.32***  0.11 

Unemployment rate 
1.02***  0.23 1.53***  0.25 0.14 0.60 0.52** 0.22 1.39***  0.12 0.35 0.22 1.05***  0.20 0.98***  0.20 0.22 0.55 

Concentration /  

Competition 

0.29 0.45 -0.17 0.50 0.35 1.14 -101.38 71.39 -24.22 40.43 -6.85 94.20 0.24 0.22 0.63***  0.23 0.50 0.62 

Speed of adjustment -0.20***  0.05 -0.26***  0.05 -0.40***  0.09 -0.16***  0.05 -0.25***  0.05 -0.39***  0.09 -0.20***  0.05 -0.28***  0.06 -0.42***  0.09 

Short-run dynamics 

ȹMarket rate -0.23 0.21 -0.16 0.33 -0.88 1.23 -0.38 0.23 -0.16 0.31 -0.88 1.24 -0.29 0.25 -0.18 0.33 -0.97 1.12 

ȹNPL ratio 0.03 0.04 0.04 0.07 -0.03 0.16 0.04 0.04 0.04 0.07 -0.04 0.15 0.05 0.04 0.06 0.07 -0.02 0.13 

ȹUnemployment rate 0.05 0.14 0.09 0.29 0.37 0.60 0.01 0.13 0.15 0.38 0.55 0.54 0.05 0.14 0.15 0.32 0.19 0.69 

ȹConcentration / 

Competition 
0.56 0.51 0.78 0.76 -0.70 1.71 1.33 5.97 6.44 12.89 26.46 25.36 0.82 0.53 0.37 0.59 2.37 2.65 

Intercept 0.23** 0.11 0.93***  0.21 -0.08 0.57 0.48** 0.21 0.45***  0.13 0.93* 0.56 0.97***  0.26 1.31***  0.27 1.93***  0.53 

No. of observations 643 643 643 

Hausman test 0.88 0.87 0.06 0.30 0.13 0.20 0.15 0.59 0.10 

Note: ***, **, and * denote statistical significance at the 1, 5, and 10% level, respectively. The estimation method is the pooled mean square estimator of Pesaran et al. (1999) 

based on the reported results of the Hausman test that helps to decide between the pooled mean square and the mean square estimator. 
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Figure 3.1: Distributional dynamics of client interest rates on consumer loans (2014ï

2019, aggregate level) 

 
Note: The x axis shows the levels of interest rates while the y axis shows the percentage of volume of new 

consumer loans in an interval of a length of 1 percentage point. The empirical distribution is plotted in a given 

month. 

 

Figure 3.2: Location measures (2014ï2019, aggregate level) 
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Figure 3.3: Volume of consumer loans (2014ï2019, various fixation categories) 

 
Figure 3.4: Potential determinants of distributional dynamics of client interest rates on 

consumer loans (2014ï2019) 

 
Figure 3.5: Additional variables for the market concentration and market competition 

(2014ï2019) 
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Chapter 4: Mortgage-related bank penalties and systemic risk among U.S. banks 

 

Abstract 

 

We analyze link between mortgage-related regulatory penalties levied on banks and the level 

of systemic risk in the U.S. banking industry. We employ a frequency decomposition of 

volatility spillovers to draw conclusions about system-wide risk transmission with short-, 

medium-, and long-term dynamics. We find that after the possibility of a penalty is first 

announced to the public, long-term systemic risk among banks tends to increase. Short- and 

medium-term risk marginally declines. In contrast, a settlement with regulatory authorities 

leads to a decrease in the long-term systemic risk. Our analysis is robust with respect to 

several criteria. 

 

4.1 Introduction and motivation  

We analyze the link between mortgage-related regulatory penalties levied on banks in the 

United States and the level of systemic risk in the U.S. banking industry. In connection to the 

(mis)conduct during the pre-crisis years, oversight and enforcement bodies in the U.S. have 

levied substantial penalties on banks (Garret, 2016) and the extent of those penalties 

generated warnings that they might augment the systemic risk in the industry (European 

Systemic Risk Board, 2015). This pertains especially to global banks and their managements 

that are perceived by many as prime suspects responsible for the global financial crisis 

(Kalemli-Ozcan et al., 2013; McConnell and Blacker, 2013) since their weakening of 

mortgage standards and a general break-up of a credit market discipline fueled the U.S. 

mortgage and housing bubble (Duca et al., 2010; Ranciere and Tornell, 2011).33 

Consequently, beginning of the crisis was marked by significant write downs and losses of 

mortgage-backed holdings resulting from increased mortgage delinquencies (Schelkle, 2018) 

amounting to about 500 billion USD according to He et al. (2010). In this regard, it is not 

surprising that more than two thirds of penalties levied by the U.S. authorities on banks after 

the crisis have been linked to how banks behaved with respect to mortgages and foreclosures. 

We focus on this type of mortgage-related penalties and show whether and how they 

contribute to the propagation of risk in the U.S. banking industry.34 

While bank penalties aim to establish a corrective to the inflicted social harm and to 

serve as a deterrent for other banks, it is likely that such actions might create systemic risk in 

the banking sector (European Systemic Risk Board, 2015). Why should penalties generate an 

impact on banks' exposure or contribute to the systemic risk? First, negative publicity 

 
33 One can also consider the role of CEOs and management of large financial companies in the build-up of the 

global financial crisis. In this regard, Boyallian and Ruiz-Verd¼ (2017) show that the risk-taking behavior of 

CEOs of large U.S. financial companies was influenced in the period preceding the crisis by their exposure to 

stock returns of their firms. However, DeYoung and Huang (2016) establish that setting rules that should limit 

risk-taking incentives of bank management ï and potentially also banksô contribution to systemic risk ï can 

paradoxically lead to lower liquidity creation in the banking system. 
34 Typically, banks received penalties for the handling of subprime mortgages, misleading investors over 

mortgage backed securities, unlawful mortgage securitization, improper foreclosure processing allegations, 

securities law violations in connection with mortgage-backed securities sales to Fannie Mae and Freddie Mac, or 

misleading investors about collateralized debt obligations tied to mortgage securities. A special case was the so-

called National Mortgage Settlement in February 2012, when several banks agreed to pay more than 25 billion 

USD to address their ñmortgage servicing, foreclosure, and bankruptcy abusesò (National Mortgage Settlement, 

2017). 
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surrounding the policy actions can destabilize the offenderôs business operations, jeopardizing 

its stock price as well as trust of investors and clients (Murphy et al., 2009). Penalty is also 

likely to damage reputation that is a strategic asset for any company whose business is based 

on trust (Fiordelisi et al. 2014), especially for banks. Further, negative reputational damage 

has been shown to far exceed the financial penalty costs (Karpoff and Lott 1993; Karpoff et 

al. 2008; Armour et al. 2017).35 These factors contain potential to directly impact exposure to 

risk of individual banks because investors revise and adjust their investment decisions and 

strategies in relation to severity of the financial misconduct (Choi and Kahan 2007), and 

extent of a penalty can be regarded as its proxy. Second, the troubles of one market player 

may spill over to the operations of its competitors as the banking sector is highly 

interconnected (Morgan, 2002; Anginer et al., 2014). Specifically, a penalty can be 

understood as an idiosyncratic shock that ñcould have a dramatic impact on other banks, and 

the domino impact could potentially transmit failures from the initially affected bank to a 

broad group of banks and potentially to the overall banking systemò (Allen et al., 2018; p. 

148). As a result, the penalties imposed on banks might ultimately create various negative 

externalities in the financial markets as well as in the real economy that materialize in form of 

risk. In addition, since we analyze impact of mortgage-related penalties, all banks in our 

sample face the homogenous type of penalties and this common feature provides room for 

direct analysis of a systemic risk transmission. 

In our analysis, we focus on publicly-traded banks operating in the United States that 

have been subject to financial penalties regarding their (mis)conduct related to mortgages and 

foreclosures from U.S. authorities.36 Based on the publicly available data from the Financial 

Times and the Wall Street Journal, we construct a unique hand-crafted dataset on bank 

penalties that covers the period from 2010 to 2016. Most notably, our dataset includes 

information on two types of events related to a penalty: the announcement date, when the 

possibility of a penalty is first publicly released, and the settlement date, when an agreement 

about the penalty is reached between the bank and the relevant U.S. authority. Further, our 

interest in mortgage-related penalties is grounded also in the fact that they constitute an 

overwhelming majority of penalties levied on banks operating in the U.S. during the post-

crisis period. Specifically, based on the Financial Times dataset and its extension that we 

describe in the data section (Section 3), mortgage-related penalties account for about 72% of 

all penalties levied on banks.37 In addition, in our analysis we also include a control group of 

financial firms that did not receive any penalty related to mortgages or foreclosures. 

 
35 In the context of the U.S. companies, Karpoff and Lott (1993) show that a reputational damage represents 

about 90% of the equity loss. Karpoff et al. (2008) show that a reputational damage represents nearly 40% drop 

in a market value after a misconduct is announced and two thirds of the loss should be attributed to the 

reputational damage. 
36 We do not consider potential effect of positive news in a form of various awards acknowledging the best banks 

etc. The reason is that (i) this type of news is not comparable to our data as it originates from different sources 

than from official oversight and enforcement authorities, and (ii)) it is well established that volatility tends to 

react disproportionally more to bad news (Koutmos and Booth, 1995; Braun et al., 1995). This avenue is left for 

further research. 
37 Other types of penalties are represented in small or marginal proportions (indicated in parentheses) and are 

related to Sanctions/Money Laundering/Tax Evasion (14 %), Market manipulation (10 %), Lending/Consumer 

Practices (3 %), M&A (1 %). 
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Following Diebold and Yilmaz (2014), we model systemic risk as system-wide 

connectedness and we analyze and employ volatility spillovers derived in the spirit of Diebold 

and Yilmaz (2009, 2012). The connection between the above approach based on volatility 

spillovers and systemic risk is straightforward. Diebold and Yilmaz (2014) argue that the 

spillovers capturing the contribution of an individual network element to the system-wide 

connectedness (to-spillovers) can be seen as an analogy to the conditional value at risk 

(CoVaR) approach towards measuring systemic risk, as introduced in Adrian and 

Brunnermeier (2016). Similarly, the measure of the spillovers, expressing the extent to which 

individual network elements are exposed to system-wide events (from-spillovers) can be 

related to the marginal expected shortfall (MES) approach towards measuring systemic risk 

pioneered in Acharya et al. (2010). 

In terms of our working hypotheses, we examine the extent of risk that banks 

discharge and receive (in the form of high volatility spillovers) in response to an 

announcement of potential penalty or to a settlement. Further, we hypothesize that the 

interaction between bank penalties and systemic risk might differ with respect to the short-, 

medium- and long-term. The potential differences in the interaction stem from the fact that 

agents operate on different investment horizonsðthese are associated with various types of 

investors, trading tools, and strategies that correspond to different trading frequencies 

(Genay et al., 2010; Conlon et al., 2016). Shorter or longer frequencies are the result of the 

frequency-dependent formation of investorsô preferences, as shown in the modeling strategies 

of Bandi et al. (2019), Cogley (2001), or Ortu et al. (2013) that represent a theoretical 

framework behind interpretation of our results. For our assessment we employ the frequency 

decomposition introduced by Barun²k and KŚehl²k (2018) that extends the Diebold and 

Yilmaz (2009, 2012) index to analyzing volatility spillovers at various frequencies. Since we 

frequency-decompose the systemic risk from the stock prices of banks, the short-, medium, 

and long-term investment horizons are actually reflected in volatility spillovers at short-, 

medium- and long-term frequencies as shown in Barun²k and KŚehl²k (2018). This allows us 

to distinguish system-wide risk transmission with short-, medium-, and long-term persistence. 

In other words, we are also able to assess whether the effect of bank penalties is persistent or 

short-lived. 

Despite of importance of the systemic risk propagation among banks, research on the 

link between penalties and systemic risk is negligible. So far, and to the best of our 

knowledge, it is represented by Koester and Pelster (2018) and Flore et al. (2018); we review 

both expertly conducted analyses in more detail in the next section. We differ from both 

studies in two ways. We provide assessment of the specific link between mortgage-related 

regulatory penalties levied on banks and the level of systemic risk in the U.S. banking 

industry simultaneously in two ways: from a bank to its peers within industry and vice versa. 

Further, by employing a frequency decomposition of volatility spillovers, we deliver evidence 

about system-wide risk transmission with short-, medium-, and long-term dynamics and our 

results are thus also linked to frequency-domain asset pricing. Our key result is robust 

evidence on the differences between the penalty announcement and penalty settlement effects. 

We show that after the possibility of a penalty is first announced to the public, long-term 

systemic risk in the U.S. banking sector tends to increase. In contrast, a settlement with 

regulatory authorities leads to a decrease of the long-term risk. Further, since penalties are 
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reflected in the behavior of investors with longer investment horizons, our results carry also 

implications for portfolio selection and investment strategies on financial markets as Dew-

Becker and Giglio (2016) demonstrate importance of asset pricing in the frequency domain. 

Finally, our analysis is relevant to authorities imposing the penalties as well as those in charge 

of financial stability. While penalties are likely to affect both the performance and valuation 

of the receiving bank, they might also influence other (innocent) banks. We can also speculate 

that heightened risk among the U.S. banks due to imposed penalties can transfer elsewhere 

because Elyasiani et al. (2015) document the existence of an asymmetric volatility 

transmission mechanism among financial institution after the crisis, where the U.S. banking 

industry assumes the leadership role of a global exchange center of information. Our results 

then cast some hesitation on the corrective effect of the penalties.38 Hence, our results also 

have direct policy implications for financial stability.  

The paper is structured as follows. Section 2 offers a review of the previous research 

on bank penalties and their connection to systemic risk. In Section 3, we describe the 

methodological approach based on volatility spillovers. Section 4 presents the data, variables, 

and testable hypotheses. We display our results and inferences in Section 5. The last section 

concludes. 

 

4.2 Literature review 

The impact of bank penalties on stock prices and/or profitability is a focus of much research 

in the field and recent applications include Koester and Pelster (2017), Tilley et al. (2017), 

and De Batz (2020a, 2020b). On the other hand, the link between penalties imposed on banks 

and systemic risk has been so far analyzed only by Koester and Pelster (2018) and indirectly 

also by Flore et al. (2018). 

Koester and Pelster (2018) focus on the link between penalties to internationally listed 

banks and two measures of systemic risk: dynamic MES and daily ȹCoVaR. The authors 

collect a large dataset on penalties (almost 700 cases) from 2007 to 2014 and employ panel 

estimation with time and fixed effects. In terms of results, it is shown that there is a positive 

statistical association between financial penalties and the level of systemic risk exposure of 

banks (captured by the MES measure) but not between financial penalties and the level of 

systemic risk contribution of banks (proxied by the daily ȹCoVaR). In other words, financial 

penalties make banks more vulnerable to market downturns but there is no evidence of the 

transmission of shocks between banks. In our approach, we focus on system-wide risk 

transmission with short-, medium-, and long-term dynamics as we assume a frequency 

decomposition of volatility spillovers.39 

Flore et al. (2018) focus on market reactions (stock, bond, credit default spreads) to 

both the announcements of penalties and settlements of banks and interpret their results in 

terms of systemic risk. Using a dataset covering the cases of large global banks, they find that 

 
38 Moreover, in the post-crisis period banks have had to adapt to new rules and regulations that might potentially 

restrict certain business activities of banks and thus impact their financial performance; in this sense new rules 

and regulations can be, to a certain extent, considered somewhat similar to penalties (Wilmarth Jr., 2012; 

Pridgen, 2013). However, assessment of such a hypothetical impact is beyond the scope of our analysis. 
39 In this respect, we also do not find evidence for transmission of shocks on short- and medium frequencies but 

we provide evidence at long-term horizon. Adoption of the frequency decomposition approach is potentially 

reason behind the partial difference in the evidence. 
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uncertainty decreases following the settlement. This event is perceived by the market as good 

news. This is also reflected in a positive market reaction (valuation effect) for banks under 

investigation with the same regulatory authority. Thus, the authors conclude that settlements 

do not contribute to a build-up of systemic risk in the economy. 

In terms of the literature related to the methodological approach, we draw inspiration 

from seminal papers on systemic risk by Adrian and Brunnermeier (2016), Acharya et al. 

(2010), and Diebold and Yilmaz (2014), along with recent papers on volatility spillovers by 

Barun²k et al. (2016) and Barun²k and KŚehl²k (2018). 

Specifically, Barun²k et al. (2016) introduce a method that allows disentangling 

asymmetries in volatility spillovers (good and bad volatility spillovers, i.e. spillovers due to 

positive and negative returns). The authors examine the connectedness in the U.S. stock 

market using data on liquid stocks in several sectors and show asymmetric spillovers of stocks 

in different sectors that vary over time. One of the studied sectors is the financial sector, 

represented by three major U.S. banks (Bank of America, Citigroup, Wells Fargo). In terms of 

bank-specific results, Barun²k et al. (2016; p. 63). note that ñpositive spillovers flowing from 

individual banks to the rest of the sector diminished with the coming signs of the sub-prime 

mortgage crisis in 2007ò. Indeed, there is some evidence for the transmission of bad volatility 

spillovers from banks to other stocks in the crisis and the post-crisis years; at the same time, 

there is some evidence, although not overwhelming, that banks also received bad volatility 

from the system consisting of all other stocks. 

Further, Barun²k and KŚehl²k (2018) derive a general frequency-based method to 

decompose a measure of connectedness and apply it to the U.S. banking sector. Specifically, 

this method allows distinguishing the evolution of systemic risk at short-term, medium-term, 

and long-term horizons. The authors argue that such a distinction is useful as shocks might 

create linkages with different levels of persistence. Their empirical findings show that 

connectedness at high frequencies points to calm periods in markets while connectedness at 

low frequencies is especially pronounced during the global financial crisis and the European 

sovereign debt crisis. These distinct results underscore the usefulness of the frequency-based 

approach towards analyzing systemic risk. 

We aim to build on the surveyed literature by incorporating the motivation of Koester 

and Pelster (2018) and Flore et al. (2018) into a framework designed by Barun²k and KŚehl²k 

(2018). In doing so, we aim to provide a comprehensive assessment of the propagation of risk 

in the U.S. banking industry in connection to the announcement of mortgage-related penalties 

and their settlements. 

 

4.3 Methodology 

We use a methodology based on the concept of volatility spillovers introduced in Diebold and 

Yilmaz (2009, 2012, 2014). Further, we assume the frequency decomposition of volatility 

spillovers as in Barun²k and KŚehl²k (2018). In the end, we work with time series of 

bank-specific spillovers at various frequencies capturing to what extent a bank contributes to 

the system-wide connectedness/systemic risk (to-spillovers) and to what extent a bank 

receives shocks from the banking industry (from-spillovers). 

A starting point of the analysis are time series of daily total volatility measures derived 

from banksô stock prices. Because we do not work with high-frequency data, we compute the 
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daily volatility of stock prices by following the approach introduced by Parkinson (1980) and 

used by Diebold and Yilmaz (2012).40 We compute daily variance based on the deviation 

between high and low stock prices as: 

 
ὖὠ

ρ

τὰὲς
Ὤ ὰȟ (1) 

where Ὤ and ὰ stand for high and low prices, respectively, and ὖὠ is the estimator of 

daily variance. To obtain the annualized daily percentage volatility, we further compute: 

 ὖὠ  ρππ ςυςὖὠȟ (2) 

where 252 represents the number of trading days in a year as in Shu and Zhang (2003) and 

Taylor et al. (2010).  

The spillover measures by Diebold and Yilmaz (2009) rely on variance decomposition 

from vector autoregressions (VARs) that captures how much of the future error variance of a 

variable Ὦ is due to innovations in another variable Ὧ. For ὔ assets, we consider an ὔ-

dimensional vector of daily volatilities, 06 06ȟȣȟ06 , to measure total volatility 

spillovers. 

Let us model the ὔ-dimensional vector ὖὠ by a weakly stationary VAR(ὴ) as ὖὠ

В ἴ╟╥◄ἴ where ◄Ḑὔπȟ ,צ  is a vector of ὭὭὨ disturbances and ἴ denotes ὴ 

coefficient matrices. For the invertible VAR process, the moving average representation has 

the following form: 

 
ὖὠ ◄ꜗἴȢ (3) 

The ὔ ὔ matrices holding coefficients ἴ are obtained from the recursion 

В , where Ὅ and π for Ì π. The moving average representation is 

useful for describing the dynamics of the VAR system as it allows isolating the forecast errors 

that can be used for the computation of the connectedness of the system. Diebold and Yilmaz 

(2012) further assume the generalized VAR of Koop et al. (1996) and Pesaran and Shin 

(1998) to obtain forecast error variance decompositions that are invariant to variable ordering 

in the VAR model, and it also explicitly accommodates the possibility of measuring 

directional volatility spillovers.41 

In order to define the total spillovers index of Diebold and Yilmaz (2012), we consider 

the Ὄ-step-ahead generalized forecast error variance decomposition matrix having the 

following elements for ( ρȟςȟȣ: 

 
ʃ

В ▄▒ ▐ ▄ꜗ▓

В ▐ ▐▄▓
ȟ        ὮȟὯ ρȟȣȟὔ, (4) 

where ▐ are moving average coefficients from the forecast at time ὸ,  denotes the variance 

matrix for the error vector ◄, ʎ  is the Ὧth diagonal element of , and Ὡ and Ὡ are the 

selection vectors, with one as the Ὦth or Ὧth element and zero otherwise. Normalizing 

elements by the row sum as ʃ ʃȾВ ʃ , Diebold and Yilmaz (2012) then define the 

 
40 The other possibility, suitable primarily for very high-frequency data, is to quantify volatility in terms of the 

realized variance (RV) introduced by Andersen et al. (2001) and Barndorff-Nielsen (2002) and used in Diebold 

and Yilmaz (2014). 
41 The generalized VAR allows for correlated shocks; hence, the shocks to each variable are not orthogonalized. 
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total connectedness as the contribution of connectedness from volatility shocks across 

variables in the system to the total forecast error variance: 

 

Ὓ ρππ
ρ

ὔ
—Ȣ

ȟ

 (5) 

Note that В ʃ ρ and В ʃȟ ὔ, hence, the contributions of connectedness from 

volatility shocks are normalized by the total forecast error variance. To capture the spillover 

dynamics, we use a 300-day rolling window running from point ὸ ςωω to point ὸ. Further, 

we assume a forecast horizon Ὄ  ρπ and a VAR lag length of 2 based on the AIC. 

The total connectedness indicates how shocks to volatility spill over throughout the 

system. Further, directional spillovers allow us to decompose the total spillovers to those 

coming from, or to, a particular asset in the network. Diebold and Yilmaz (2012) propose to 

measure the directional spillovers received by asset Ὦ from all other assets Ὧ (from-spillovers) 

as: 

 

ὛȟN ρππ
ρ

ὔ
—ȟ (6) 

i.e., we sum all numbers in rows Ὦ, except the terms on the diagonal that corresponds to the 

impact of asset Ὦ on itself. The ὔ in the subscript denotes the use of an ὔ-dimensional VAR. 

In a similar fashion, the directional spillovers transmitted by asset Ὦ to all other assets 

Ὧ (to-spillovers) can be measured as: 

 

ὛȟO ρππ
ρ

ὔ
— Ȣ (7) 

Having introduced the directional spillovers that constitute a crucial dimension of our 

analysis, we further assume frequency decompositions of to- and from-volatility spillovers 

into those that reflect short-term (up to 5 days), medium-term (up to 20 days), and long-term 

(up to 300 days) dynamics. Importantly, these intervals correspond to connectedness within a 

business week, a business month, and a business year, respectively. 

A natural way to describe the frequency dynamics (whether long, medium, or short 

term) of connectedness is to consider the spectral representation of variance decompositions 

based on frequency responses to shocks instead of impulse responses to shocks. As a building 

block, Barun²k and KŚehl²k (2018) consider a frequency response function, Å װ

В Å  , which can be obtained as a Fourier transform of coefficients  with Ὥ Ѝ ρ. 

The spectral density of 26 at frequency ʖ can then be conveniently defined as a Fourier 

transform of the ὓὃЊ  filtered series: 

 
3 ʖ %ἠἤἼἠἤἼἰÅ Å Å Ȣ (8) 

The power spectrum ╢╡╥  is a key quantity for understanding frequency dynamics since it 

describes how the variance of ἠἤἼ is distributed over frequency components Using the . 
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spectral representation for covariance, i.e., ὉἠἤἼἠἤἼἰ ᷿ ╢ Ὡ ὨBarun²k and , 

KŚehl²k (2018) naturally define the frequency domain counterparts of variance decomposition. 

The spectral quantities are estimated using standard discrete Fourier transforms. The 

cross-spectral density on the interval Ä ÁȟÂȡÁȟÂɴ ʌȟʌȟÁ Â is estimated as 

В ʖ ʖ  for ʖᶰ ȟȣȟ , where ʖ В Å Ⱦ  , and 

Ⱦ4 Ú, where ᾀ is a correction for a loss of degrees of freedom and depends on the VAR 

specification. 

The decomposition of the impulse response function at the given frequency band can 

be estimated as Ä В ʖ . Finally, the generalized variance decompositions at a 

desired frequency band are estimated as: 

 

ȟ Ä ɜʖ
ʎ Å ʖɫÅ

Å ʖ ʖÅ
ȟ (9) 

where ɜʖ  is an estimate of the weighting function, where ɱ

В ʖ ʖ . 

Then, the connectedness measure at a given frequency band of interest can be readily 

derived by substituting the Ᵽȟ Ὠ estimate into the traditional measures outlined above.42 

 

4.4 Data, variables, and hypotheses 

4.4.1 Sample of banks and bank penalties 

In this paper, we compute volatility spillovers based on the stock prices of 17 key banks 

operating in the United States. The analyzed network is comprised of publicly-traded banks 

that were given a penalty for their (mis)conduct related to mortgages and foreclosures by 

various U.S. oversight and enforcement authorities.43 The sample of banks includes: the 

largest U.S. banks operating nationwide (Bank of America, JPMorgan Chase, Citigroup, 

Wells Fargo, Goldman Sachs, and Morgan Stanley), U.S.-domiciled banks with a more 

regional focus (SunTrust, PNC, U.S. Bancorp, Flagstar Bank, and Fifth Third Bancorp), and 

several major non-U.S. banks operating in the United States (Deutsche Bank, Credit Suisse, 

Royal Bank of Scotland, HSBC, UBS, and Barclays). The inclusion of non-U.S. banks is 

 
42 The entire estimation is done using the package frequencyConnectedness in R software. The package is 

available on CRAN or at https://github.com/tomaskrehlik/frequencyConnectedness. So far, frequency 

connectedness has been empirically assessed by Barun²k and KŚehl²k (2018), Barun²k and Koļenda (2019), and 

Tiwari et al. (2018). 
43 The authorities that reached a settlement with banks include the Department of Housing and Urban 

Development, the Department of Justice, the Federal Deposit Insurance Corporation, the Federal Housing 

Finance Agency, the Federal Reserve, the National Credit Union Administration, the Office of the Comptroller 

of the Currency, the Securities and Exchange Commission, several state attorneys, and the Attorney General. For 

an overview of major U.S. law enforcers and regulators, see Flore et al. (2018) whose methodology related to 

misconduct results we follow and correspondingly, we do not distinguish between settlement or verdict as means 

of a case closure as the vast majority of cases is resolved through settlements. However, we do not assess 

potentially different impact of penalties on systemic risk with respect to the type of enforcement authority as we 

would be forced to work with number of fragmented subsamples; with a single exception (Offi ce of the 

Comptroller of the Currency), Flore et al. (2018) report statistically insignificant results linked to the type of 

enforcement authority. This option might be explored in the future should the sample sizes become of statistical 

relevance. 

https://github.com/tomaskrehlik/frequencyConnectedness
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warranted by the fact that many of them received very large (volumes of) penalties when 

compared to some U.S. banks with a more regional focus, as we later present in Figure 4.1. 

Daily stock price data were downloaded from Yahoo Finance and stock price volatility is 

estimated using the ranged-based estimator in Parkinson (1980). Descriptive statistics of the 

volatility data are shown in Table A5. 

Our analysis covers the years from 2010 to 2016 as we examine regulatory action 

taken after the global financial crisis based on the banksô behavior before the crisis. For our 

analysis, we construct a unique handcrafted dataset of the mortgage-related penalties imposed 

on banks operating in the United States that are listed in Table A6. Our accent on the 

mortgage-related penalties stems also from the fact that they represent about 72% of all 

penalties imposed on the banks operating in the U.S. during the post-crisis period. The core of 

the dataset was collected by Financial Times reporters.44 However, the core of the dataset 

does not contain any data after July 2015 and, more importantly, it does not provide any 

information about when the possibility of a penalty was first publicly announced. Thus, we 

use the Factiva database to cross-check the accuracy of the dataset and we further extend it 

until the end of 2016. Most importantly, for each penalty we further add a date when the 

possibility of a penalty (that eventually materialized) was first publicly announced in the Wall 

Street Journal.45 It needs to be stressed that the announcement date is, in fact, the very first 

public announcement related to the penalty as during our news search we did not find any 

previous indication about a penalty. Thus, the first announcement of a possibility of a penalty 

should be indeed unanticipated by the general public. As for the settlement, there might be 

available (but not necessarily) some news about the development in the case before the 

settlement itself. However, as we have identified only handful of unresolved cases, the 

settlement is not a question of ñwhether it happensò but rather ñwhen it happensò. This makes 

it quite distinct from the first announcement of the possibility of a penalty. 

Figure 4.1 shows the gross volumes of penalties related to mortgage and foreclosure 

misconduct that several banks in the United States had to pay in the period from 2010 to 

2016. The total amount stands at almost 140 billion USD.46 The outlay of the single largest 

receiver ï Bank of America ï constitutes around 40% of the total volume; the results are 

robust with respect to this large penalty receiver as we show via a robustness check in Section 

5.4. In general, the U.S. banks paid in penalties significantly more than their European 

counterparts. In terms of the yearly dispersion of penalties, Figure 4.2 illustrates that a 

decisive share of the penalties was levied between 2012 and 2014 (around 110 billion USD). 

After a quiet 2015, U.S. authorities collected almost 24 billion USD in 2016.47 A detailed 

overview of the penalties is presented in Tables A6a and A6b, which contain precise 

information on the announcement date, the settlement date, the name of the bank that received 

 
44 The data can be downloaded at http://ig-legacy.ft.com/content/e7fe9f25-542b-369f-83b2-5e67c8fa3dbf. 
45 In our analysis we consider cases of penalties that eventually materialized. We do not consider cases when 

banks were acquitted after an announcement of an investigation related to mortgages or foreclosures. We admit 

that such an analysis could yield insights about if markets can foresee whether a case is relevant (i.e. leads to a 

penalty). However, our search in the Wall Street Journal shows that the number of such cases is negligible and 

immaterial with respect to the analysis. 
46 This amounts to almost 1% of the 2016 U.S. GDP. 
47 The heat wave of penalties has not receded after that, as the Trump administration levied penalties on Barclays 

and the Royal Bank of Scotland in 2017 and 2018. 

http://ig-legacy.ft.com/content/e7fe9f25-542b-369f-83b2-5e67c8fa3dbf
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a penalty, the name of the regulator who imposed the penalty, and the value of the penalty (in 

million USD).48 Interestingly, the same announcement date applies for several cases that 

were, however, settled at various dates. The size of the penalties typically ranges between 0.1 

and 0.5 billion USD, as Figure 4.3 shows; still, there are several cases of very large penalties 

over 5 billion USD. Further, Figure 4.4 reveals that the enforcement process (i.e. the time 

span from the announcement date to the settlement date) takes in most cases more than 2 

years. 

 

4.4.2 The link between bank penalties and systemic risk 

Our working hypotheses are focused on system-wide connectedness after the announcement 

date and the settlement date. Indeed, such events have a potential to create systemic risk in the 

banking sector (European Systemic Risk Board, 2015) as investorsô trust might evaporate 

quickly (Murphy et al., 2009) and the troubles of a specific bank might swiftly transfer to its 

competitors (Morgan, 2002; Anginer et al., 2014). However, in terms of empirical evidence, 

Koester and Pelster (2018) do not find that a bankôs contribution to a build-up of systemic risk 

is higher after a penalty is imposed. Also, Flore et al. (2018) conclude that the settlement has 

a rather calming effect on markets. Thus, in our working (null) hypotheses, we ask if a bankôs 

contribution/exposure to systemic risk is higher after the announcement/settlement date or 

not: 

 

Hypothesis #1: A bankôs contribution to systemic risk does not increase after the 

announcement date or settlement date. 

Hypothesis #2: A bankôs exposure to systemic risk does not increase after the announcement 

date or settlement date. 

 

We expect that the announcement date might lead to a build-up of systemic risk due to its 

unexpected nature. By construction, the announcement date is the first time when the 

possibility of a penalty (which was eventually imposed) was announced publicly. On the other 

hand, the settlement date might come as a relief for markets after a protracted period of 

uncertainty. Moreover, prior to the settlement, banks might disclose that they created 

provisions for legal matters, giving markets some indication that the penalty was already 

internally accounted for (Flore et al., 2018).49 In terms of the three measures of 

connectedness, the long-term measure in particular might be affected by penalty-related 

events, as it represents shifts in investorsô preferences and beliefs considered by Murphy et al. 

(2009). On the other hand, short-term and medium-term connectedness might also appear 

relevant if penalties were perceived by markets as one-time events. Finally, it might be 

insightful to assess Hypotheses #1 and #2 from two angles: to distinguish if there is any 

difference in a specific bankôs contribution/exposure to systemic risk depending on whether 

the specific bank was the target of the penalty or one of its competitors was the target. 

 
48 There are a few cases when the announcement dates are unavailable. This means that the announcement of the 

settlement was also the first time when the possibility of the penalty was first announced. We classify these cases 

as settlement dates (and not announcement dates). A similar approach is used in Tilley et al. (2017). 
49 Such behavior would be also consistent with the requirements grounded in the International Financial 

Reporting Standards (IFRS) that banks are obliged to follow and that are enforced by the IAS 39. 
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To assess both hypotheses empirically, we develop a testing strategy in the spirit of 

Doners and Vorst (1996), Clayton et al. (2005), and Uhde and Michalak (2010). As a tool we 

use the test of Wilcoxon (1945) to examine if two (paired) samples share the same 

distribution. The Wilcoxon test is quite effective for our purpose as it is especially suited to 

assess non-normal data (Gibbons and Chakraborti, 2011). As an alternative we also use a non-

parametric paired sign test to check robustness of our results with respect to the choice of our 

testing strategy tool. 

Initially, for each bank in our sample, we form two types of vectors of penalties for 

both the announcement and the settlement date. The first two vectors capture all the dates 

when a bank has its own penalty announced or settled; the two vectors are labelled as ñown 

penaltiesò. The other two vectors capture all the dates when all the other banks have their 

penalties announced or settled; these two vectors are labelled as ñother banksô penaltiesò. 

Note that all four vectors contain mutually exclusive information. 

Second, for each bank in our sample, we collect median values of to- and from-

spillovers with the short-, medium-, and long-term dynamics around the announcement date 

and the settlement date with the intervals indicated in Figure 4.5.50 Note that the length of the 

intervals corresponds to how all three connectedness measures are defined: the short-term 

measure captures spillovers of up to 5 days (one business week), the medium-term measure 

up to 20 days (one business month), and the long-term measure up to 300 days, which is the 

length of the rolling window (one business year), similar to the approach of Barun²k and 

KŚehl²k (2018). 

Third, we obtain tables of median values of to- and from-spillovers across banks with 

the short-, medium-, and long-term dynamics before and after the announcement or settlement 

date. The median values are obtained for each of the type of vectors of penalties (ñown 

penaltiesò or ñother banksô penaltiesò). Consequently, we employ the Wilcoxon test to 

determine if the distribution of penalties before and after the announcement/settlement date is 

the same or not. Specifically, we examine if the median difference between the values of 

spillovers before and after the announcement/settlement is statistically different from 0. 

Finally, we use boxplots to illustrate in a graphical way the relationship between pairs of 

values of spillovers before and after the announcement/settlement date. 

Finally, for the sake of easier interpretation, in quadrants Q1 ï Q4 of Table 4.1 we 

discuss four types of results we can obtain from the perspective of a specific bank. First, we 

obtain two types of results that seem of primary interest: Q2 ï the extent of the contribution of 

a specific bank after it has its own penalty announced/settled (while nothing happens to its 

competitors), and Q4 ï the extent to which a specific bank is exposed to systemic risk after 

one of its competitors has its own penalty announced/settled. The above two options are 

captured in bold in Table 4.1. However, the other two options that might be equally 

 
50 For the short term connectedness measure, we assume the time intervals [-5 days, 0 days] and [0 days, 5 days] 

before and after the announcement or settlement dates. For the medium term we consider the intervals [-20 days, 

0 days] and [0 days, 20 days], and for the long term we work with the intervals [-300 days, 0 days] and [0 days, 

300 days]. Since the systemic risk measures are computed for three different intervals on corresponding time-

windows, the approach resembles an event-study analysis. As such, it benefits from the fact that an unwanted 

impact of general development in economy on specific time-bounded events is to a large extent eliminated by 

focusing on the time-windows and not on the entire time span. 
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interesting ï a specific bankôs contribution to systemic risk after its competitors are targeted 

(Q1) and a specific bankôs exposure to systemic risk after it is targeted but its competitors are 

not (Q3). 

Specifically, if we find that the results for a specific bank are similar regardless of 

whether it was targeted or its competitor was, we can argue that any penalty affects the entire 

banking system. Thus, rather than having a desired corrective impact on a particular financial 

institution, a penalty increases the systemic risk, potentially making the banking sector less 

stable and more vulnerable. 

 

4.5 Results 

4.5.1 Total and frequency connectedness 

As a preliminary step, we briefly comment on the total and frequency connectedness of our 

network of 17 banks. Corresponding spillovers are shown in Figure 4.6. Total connectedness 

stands at more than 80% throughout the entire sample period (2009ï2017), except for the 

period after mid-2012 when it temporarily recedes after the ñwhatever it takesò speech by 

ECB President Mario Draghi (2012).51 In terms of frequency connectedness, the dynamics of 

short- and long-term components differs substantially. First, the long-term component 

prevails in the aftermath of the subprime mortgage crisis in 2009 and then briefly from mid-

2011 to mid-2012. The result for our sample of banks exhibits a very similar pattern as that 

shown by Barun²k and KŚehl²k (2018; Figure 1) for long-term frequency connectedness 

among eleven major financial firms representing the financial sector of the U.S. economy. 

The starting point of the latter period is likely associated with the downgrading of U.S. bonds 

on August 5, 2011, while the end point can be again related to the ñwhatever it takesò speech 

by ECB President Mario Draghi. After that, the long-term connectedness recedes and short- 

and medium-term connectedness become relatively more influential. As shown in Figure 4.6, 

the short- and long-term connectedness are almost perfectly negatively correlated. This is in 

line with the argument of Barun²k and KŚehl²k (2018) that short-term connectedness 

characterizes periods of calm markets while long-term connectedness dominates in times of 

heightened investor uncertainty. 

 

4.5.2 Contribution to systemic risk 

In Hypothesis #1, we ask if a contribution of a bank to systemic risk (expressed by to-

spillovers) is higher after the announcement/settlement date and if so, at which frequencies. 

Figure 4.7 reveals the detailed results; aggregated results are presented in Table 4.2, panel (a). 

First, we assess reaction in cases when a specific bank receives its own penalty (Figure 4.7a). 

It seems that the first public announcement of the possibility of a penalty leads to a 

realignment of the relative importance of the three frequency connectedness measures. The 

levels of the short-term and medium-term risk measures decline. However, after a penalty is 

announced, the receiving bankôs contribution to long-term systemic risk rises. In other words, 

 
51 The end of the EU sovereign debt crisis coincides with a remarkable statement by the ECB President Mario 

Draghi (2012) at the Global Investment Conference in London on July 26, 2012: ñWithin our mandate, the ECB 

is ready to do whatever it takes to preserve the euro. And believe me, it will be enoughò. Fiordelisi and Ricci 

(2016) show that the European financial markets started to rally immediately after this statement and that the 

economic situation began to improve. 
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a penalty-receiving bank begins to make the system more interconnected with respect to a 

long period of time. 

Our results at short- and medium-terms are in line with those of Koester and Pelster 

(2018) in that we also do not find evidence for transmission of shocks between banks. Our 

evidence at long-term differs but it can be explained from the perspective of the frequency 

decomposition approach that offers finer distinction of the penaltiesô impact with respect to 

investment horizons. Specifically, from a theoretical point of view (Genay et al., 2010; 

Conlon et al., 2016; Bandi et al., 2019; Cogley, 2001; Ortu et al., 2013) as well as the fact that 

investors focus on different investment horizons when forming their investment decisions, the 

degree of connectedness differs at different frequencies (Barun²k and KŚehl²k, 2018). In 

practice, since a long-term represents a long investment horizon, the results might reflect 

worries of investors who do not know how long a penalty-to-settlement process might take. 

On the other hand, from the short and medium investment perspective, once a penalty is 

announced, portfolio adjustments can be swiftly made. The results and interpretation are also 

in line with the evidence that long-term spillovers dominate in times of heightened investor 

uncertainty in case of the U.S. financial institutions (Barun²k and KŚehl²k, 2018) and that 

uncertainty substantially increases volatility spillovers at long-term in case of interactions 

between oil and forex markets (Barun²k and Koļenda, 2019) or that long-term risk is more 

pronounced on forex market (Tiwari et al., 2018).  

The opposite evidence is presented after a settlement between a receiving bank and a 

U.S. authority is reached. In these circumstances, the long-term systemic risk decreases while 

the two measures capturing the effects at shorter frequencies do not record any statistically 

significant change. This pattern might be interpreted as a relief experienced by financial 

markets once the enforcement process is over; such finding and interpretation are in line with 

Flore et al. (2018). 

Interestingly, similar findings are also obtained when we work with the ñother banksô 

penaltiesò vector of announcement/settlement dates (Figure 4.7b). This means that a specific 

bank ï which is not mentioned in the announcement ï radiates higher long-term spillovers 

after some other bank has a possible penalty announced. In other words, an event that 

occurred to a competitor induces a comparable reaction as if the penalty was granted to the 

specific bank. Similarly, after another bank settles its penalty, the contribution of a bank not 

receiving a penalty to long-term systemic risk decreases. The effects for short- and medium-

term systemic risk vary but are generally smaller than that for the long-term counterpart. 

 

4.5.3 Exposure to systemic risk 

In the previous subsection, we established that a bankôs contribution to long-term systemic 

risk is higher (lower) after the announcement (settlement) date, regardless of if the bank 

received its own penalty or if a competitor was targeted. Now, we are interested in whether 

for a specific bank, from-spillovers differ after other banks have a penalty announced/settled, 

as outlined in Hypothesis #2. Figure 4.8b then reveals that a specific bank ï which does not 

have a penalty announced ï receives higher long-term systemic risk from the banking sector 

after a penalty is announced for a competitor. Similarly, after a penalty is settled for the 

competitor of the specific bank (that does not face the need of its own the settlement), the 

specific bank faces lower systemic risk exposure with long-term persistence. 
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Next, the specific bank is also exposed to higher long-term systemic risk after it has its 

own penalty announced (Figure 4.8a). This signals that other banks in the system react even if 

they do not face the possibility of their own penalties. As a result, the system becomes more 

interconnected over a long period of time. However, after a settlement is reached the specific 

bank begins to receive less long-term systemic risk from its competitors. 

Overall, it can be concluded that systemic risk is higher after the announcement of a 

penalty and systemic risk is lower after the settlement (Figures 4.7 and 4.8; aggregated results 

are presented in Table 4.2, panel (a)). Interestingly, this result is related to the long-term 

connectedness measure: the transmission of shocks through the system with higher 

persistence reflects high uncertainty on the market, which affects the beliefs of investors 

(Barun²k and KŚehl²k, 2018; Barun²k and Koļenda, 2019). After the announcement of a 

penalty, both long-term from- and to-spillovers increase, indicating an elevated level of long-

term connectedness of the system. On the contrary, we see the opposite development after a 

settlement ï both types of spillovers tend to decrease. Thus, the increased level of 

connectedness after the announcement of a penalty is not permanent. 

Finally, some banks were affected by penalties simultaneously. However, from Table 

A6, it can be observed that such events constitute a minority of cases as the parallel events 

relate solely to the National Settlement in early 2012 or the settlement of several banks in 

January 2013. Nevertheless, parallel events are included in aggregate results when 

considering the vector of own penalties (and employing both from- and to-spillovers). On the 

other hand, parallel events are not included when considering the vector of other banks' 

penalties (for both from- and to-spillovers) as the vectors are mutually exclusive. The key 

observation is that the results based on both types of vectors are very similar, which indicates 

that occurrence of few parallel events does not compromise the results. 

 

4.5.4 Robustness checks 

We perform several types of robustness checks to consider: (i) a restricted set of penalties, (ii) 

different interval bounds for long-term spillovers, and (iii) an extended control sample of 

financial institutions. Finally, we also employ an alternative test ï the sign test ï to check the 

robustness of all reported results derived from using the Wilcoxon test. 

First, we revisit the baseline estimation but restrict the set of penalties to include only 

larger penalties over 325 million USD (the median penalty value in the sample). As we show 

in panel (b) of Table 4.2, the key findings remain intact. The finding means that our baseline 

results are invariant to the penalty size and are not driven by relatively small penalties. In 

order to account for the single largest penalty receiver (Bank of America; about 40% of the 

total volume of penalties), we perform estimation on a group of banks without this particular 

bank. The results are reported in panel (c) of Table 4.2 and follow the same pattern as those 

for the full sample of banks. We conclude that our results are robust with respect to the 

inclusion of the largest penalty receiver.  

We further assess whether the results substantially differ if we assume larger relative 

penalties instead of absolute ones; larger relative penalties are defined with respect to the total 

assets of a given bank in the quarter preceding the penalty. In this case, the median value is 

0.04% (the absolute value of the penalty divided by the total assets of the bank). The results 

are very similar to those presented for absolute penalties in panel (b) of Table 4.2; these are 
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not reported but are available upon request. Hence, we conclude that our results are invariant 

to whether a penalty is measured in absolute or relative terms. 

Second, we test the robustness of our results in terms of long-term spillovers, which 

constitute a vital part of our analysis. 300 days is the boundary for long-term spillovers used 

in related studies (e.g. Barun²k and KŚehl²k, 2018; Barun²k and Koļenda, 2019). Still, it could 

be argued that over such a period of time, the distribution of the median values of long-term 

spillovers can change due to other factors than penalties, for example due to earnings 

announcements. Therefore, we lower the interval boundary to 80 days, which represents 

approximately one third of a business year and thus sufficiently accounts for quarterly 

earnings announcements. Further, the 80-days boundary is proportionally as much more than 

the medium-term spillovers interval (20 days) as the medium-term spillovers boundary is to 

the short-term spillovers boundary (5 days). The results are presented in panel (d) of Table 

4.2. The magnitude of the coefficients with respect to the baseline case presented in panel (a) 

of Table 4.2 somewhat decreased as one might expect due to decrease of the long-term 

boundary from 300 to 80 days. However, the coefficients associated with both 80-days long-

term to-spillovers and from-spillovers are statistically significant and their signs are same as 

in the baseline case of 300-days long-term spillovers (Table 4.2, panel (a)). Finally, the results 

for both 300-days and 80-days boundaries do not materially change with respect to 

employment of the Wilcoxon or an alternative sign test. Based on the detailed robustness 

check, we conclude that the reduction of the length of the long-term spillovers boundary does 

not affect our baseline results, and as such penalties represent key factors affecting risk 

propagation among banks. 

Third, we extend our sample of 17 banks with additional 17 other publicly-traded 

financial firms operating in the U.S. that are not involved in the mortgage business with data 

available for the period 2008ï2017.52 These financial firms could not have received a penalty 

related to mortgage or foreclosure and constitute a suitable control group. We consider all the 

dates when one of the 17 banks from our baseline sample exhibits a penalty announced or 

settled. Then we inspect from- and to-spillovers after the announcement and settlement dates 

only for the control group of financial institutions. Our prior is that to-spillovers might not 

materialize as the additional financial institutions are not engaged in the mortgage business. 

The results are presented in panel (e) of Table 4.2 and provide a rather clear picture. The 

control group of financial firms unrelated to mortgages receives more long-term spillovers 

from the system of financial institutions (from-spillovers) that contains also 17 banks from our 

 
52 The extended sample includes following companies: American Express Company (AXP), The Bank of New 

York Mellon Corporation (BK), MetLife, Inc. (MET), Mizuho Financial Group, Inc. (MFG), Capital One 

Financial Corporation (COF), State Street Corporation (STT), Sun Life Financial Inc. (SLF), Northern Trust 

Corporation (NTRS), KB Financial Group Inc. (KB), Torchmark Corporation (TMK), Western Alliance 

Bancorporation (WAL), Sterling Bancorp (STL), American Equity Investment Life Holding Company (AEL), 

Hilltop Holdings Inc. (HTH), Berkshire Hills Bancorp, Inc. (BHLB), Banco Latinoamericano de Comercio 

Exterior, S.A (BLX), and Citizens, Inc. (CIA). The extended sample includes not only banks but also other 

financial institutions because there were not enough banks that are not engaged in the mortgage business with 

data available for the entire period 2008ï2017. In other words, limited availability of the relevant stock price 

data on banks operating in the U.S. precludes an analysis when one could compare how the announcement of 

mortgage-related regulatory penalties on a specific bank generates spillovers on other banks that are likely to be 

subject to similar penalties due to their past mortgage-related lending practices compared to other banks that are 

not likely to face such penalties. 
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baseline sample that did receive mortgage-related penalties; long-term coefficients associated 

with from-spillovers are statistically significant. However, non-mortgage-related financial 

firms do not increase long-term systemic risk (to-spillovers) after an announcement of a 

mortgage-related penalty; the long-term coefficients associated with to-spillovers are small 

and statistically insignificant. On the other hand, the contribution of the non-mortgage-related 

financial firms to long-term systemic risk is somewhat lower after a settlement is announced 

for a bank that received a penalty related to mortgages or foreclosures. The finding points to 

an asymmetric reaction of non-mortgage-related financial firms to the announcement and 

settlement of mortgage-related penalties. Specifically, non-mortgage-related financial firms 

do not react to original shocks (penalty announcements) but take part in the systemic risk drop 

once the cases are closed. Overall, the findings can be summarized in a way that (i) non-

mortgage financial institutions are indeed affected by the turmoil of financial institutions 

active in the mortgage business caused by mortgage-related penalties but (ii) non-mortgage 

financial institutions do not contribute to the amplification of the original shock on their own, 

although they might play some role in the lowering of systemic risk after settlements. 

Finally, when we compare results based on the sign test (right part of panels in Table 

4.2) and those based on the Wilcoxon test (left part of panels in Table 4.2) we detect that a 

few results based on the sign test exhibit lower statistical significance. However, in terms of 

the outcome the sign-test results are equal to those based on the Wilcoxon test. 

 

4.6 Conclusions 

In this study, we analyze the link between mortgage-related regulatory penalties levied on 

banks and the level of systemic risk in the U.S. banking industry. It is generally 

acknowledged that the subprime mortgage crisis evolved into a global financial crisis. While 

the main objective of any penalty is arguably to correct the harm caused by a bankôs behavior, 

it can be argued that such action by oversight and enforcement authorities can also destabilize 

the banking sector if the impact of the penalty travels across the sector and also affects 

innocent banks. 

In this sense, our paper contributes to the recent wave of interest in how banks respond 

to penalties within the industry. Originally, a detailed assessment was prevented by the lack of 

adequate techniques. However, recent advances in the econometric literature enable a 

quantitatively new level of assessment. Thus, we build on seminal papers on systemic risk 

such as Diebold and Yilmaz (2009, 2012, 2014), Adrian and Brunnermeier (2016), and 

Acharya et al. (2010). Moreover, we assume the frequency decomposition of volatility 

spillovers ï recently introduced by Barun²k and KŚehl²k (2018) ï which allows us to draw 

conclusions about the propagation of penalties in terms of volatility with short-, medium- and 

long-term dynamics within the U.S. banking sector. We develop a testing procedure based on 

Wilcoxon (1945) and in the spirit of Doners and Vorst (1996), Clayton et al. (2005), and Uhde 

and Michalak (2010) that suitably considers the construction of the frequency measures of 

connectedness. Finally, we use a hand-crafted dataset on mortgage-related penalties imposed 

on banks operating in the United States that includes both the date when the possibility of a 

penalty is first announced and the date when the bank reached a settlement with the relevant 

U.S. authority. We hypothesize that systemic risk might evolve in a different way after each 

type of event. 



64 
 

We find that after the possibility of a penalty is first publicly announced, long-term 

systemic risk in the U.S. banking sector tends to increase, indicating high uncertainty among 

investors with respect to longer investment horizons. Short- and medium-term systemic risk 

does not play a major role, which is in line with Koester and Pelster (2018) who show that 

penalties do not significantly affect banksô contribution to systemic risk. We believ that the 

difference is driven by the frequency-decomposition approach that allows to account for 

differences in investment horizons. In contrast, a settlement with regulatory authorities leads 

to a decrease in the long-term connectedness in the system. This latter pattern is in line with 

Flore et al. (2018) and might be interpreted as a relief that financial markets experience once 

the enforcement process is over. Interestingly, we show the same pattern in terms of the 

contribution/exposure of a given bank to systemic risk regardless if this bank had a penalty 

announced/settled or one of its competitors did. Thus, rather than having the desired 

corrective impact on a particular financial institution, the penalty can lead to bank contagion 

that increases systemic risk, potentially making the banking sector less stable and more 

vulnerable In this sense, our results can be compared to those of Pino and Sharma (2019) who 

study the contagion effect in the U.S. banking sector in the period from 2001 to 2012 and 

uncover bank contagion since 2003; the contagion became more pronounced before the onset 

of the global financial crisis and remained present until the end of the sample period. 

In terms of robustness checks, we find that our baseline results are not driven by 

relatively smaller penalties or interval boundaries for the long-term spillovers. We also 

perform a robustness exercise that demonstrates that financial institutions that are not engaged 

in the mortgage business do not emanate higher (lower) long-term spillovers after an 

announcement (settlement) related to a mortgage or a foreclosure penalty of their competitors. 

Our results are also robust with respect to testing procedures used. 

As any propagation of risk affects investment decisions, the impact at low frequencies 

hints that penalties are reflected in the behavior of investors with longer investment horizons. 

Thus, our results offer implications for portfolio selection and investment strategies on 

financial markets since asset pricing in the frequency domain allows to capture the price of 

risk at different frequencies, e.g. different investment horizons. Further, our analysis is 

relevant to authorities imposing the penalties as well as those in charge of financial stability. 

Based on the experience from the period after the global financial crisis, banks have faced 

several legal settlements that have frequently resulted in sizable penalties. Our results show 

that while these penalties might especially affect both performance and valuation of the 

receiving bank, they might also influence other banks. Without doubt the original objective of 

the penalties ï to correct the social harm inflicted by banks ï the potential ramifications 

related to the stability of the banking sector can give oversight and enforcement authorities a 

second thought on the effects of imposed penalties.  
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Table 4.1: Interpretation of results from the perspective of a specific bank 

Vector of 

penalties\Type 

of spillovers 

To-spillovers  From-spillovers 

Own penalties Q2: To what extent does a specific bank 

contribute to systemic risk after it has 

its own penalty announced/settled (while 

nothing happens its competitors)?  

Q1: To what extent is a specific bank exposed 

to systemic risk after it has its own penalty 

announced/settled (while nothing happens to 

its competitors)? 

Other banksô 

penalties 

Q3: To what extent does a specific bank 

contribute to systemic risk after its 

competitors (and not a specific bank) have 

their own penalty announced/settled? 

Q4: To what extent is a specific bank 

exposed to systemic risk after its 

competitors (and not a specific bank) have 

their own penalty announced/settled? 

Note: The vectors of own penalties and other banksô penalties are mutually exclusive. 
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Table 4.2: Aggregated results ï baseline and robustness checks 

(a) Baseline results 

Vector of 

penalties 
Type of a date 

Wilcoxon test Sign test 

To-spillovers From-spillovers To-spillovers From-spillovers 

Short-

term 

Medium

-term 

Long-

term 

Short-

term 

Medium

-term 

Long-

term 

Short-

term 

Medium

-term 

Long-

term 

Short-

term 

Medium

-term 

Long-

term 

Own 

penalties 

Announcement -0.02***  -0.05***  0.50***  -0.02** -0.02***  0.81***  -0.02** -0.05***  0.43***  -0.02***  -0.02** 1.12***  

Settlement 0.00 0.00 -0.29***  -0.00 0.00 -0.27***  0.00 0.01 -0.29***  -0.00 0.01 -0.23* 

Other banksô 

penalties 

Announcement 0.01* -0.02***  0.12***  0.00 -0.02***  0.24***  0.00 -0.01***  0.06 0.00 -0.02***  0.08* 

Settlement 0.00 -0.01** -0.17***  0.00 -0.01***  -0.18***  0.00 -0.00 -0.16***  0.00 -0.01***  -0.16***  

Note: The numbers in the table show the median difference between the value of the spillover before and after the announcement/settlement based on the Wilcoxon / sign test. 

The null hypothesis of both tests is that the median difference is equal to some value (0 in our case). ***, **, and * denote statistical significance at the 1%, 5%, and 10% 

levels, respectively. 

(b) Large penalties (absolute) 

Vector of 

penalties 
Type of a date 

Wilcoxon test Sign test 

To-spillovers From-spillovers To-spillovers From-spillovers 

Short-

term 

Medium

-term 

Long-

term 

Short-

term 

Medium

-term 

Long-

term 

Short-

term 

Medium

-term 

Long-

term 

Short-

term 

Medium

-term 

Long-

term 

Own 

penalties 

Announcement -0.01** -0.05* 0.51***  0.01 -0.02***  0.79***  -0.01 -0.05* 0.46***  -0.01** -0.02* 1.12***  

Settlement -0.01 -0.02 -0.26* -0.01 0.00 -0.16 -0.01 -0.03 -0.29 -0.01 0.00 -0.07 

Other banksô 

penalties 

Announcement 0.01 -0.01 0.16***  0.01* -0.01** 0.26***  -0.00 -0.01 0.10 -0.00 -0.02** 0.08 

Settlement -0.01 -0.01* -0.13***  -0.00 -0.02***  -0.14***  -0.00 -0.01 -0.10***  -0.00 -0.01***  -0.12***  

Note: The numbers in the table show the median difference between the value of the spillover before and after the announcement/settlement based on the Wilcoxon / sign test. 

The null hypothesis of both tests is that the median difference is equal to some value (0 in our case). ***, **, and * denote statistical significance at the 1%, 5%, and 10% 

levels, respectively.  
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(c) Sample of banks without Bank of America 

Vector of 

penalties 
Type of a date 

Wilcoxon test Sign test 

To-spillovers From-spillovers To-spillovers From-spillovers 

Short-

term 

Medium

-term 

Long-

term 

Short-

term 

Medium

-term 

Long-

term 

Short-

term 

Medium

-term 

Long-

term 

Short-

term 

Medium

-term 

Long-

term 

Own 

penalties 

Announcement -0.01** -0.04** 0.60***  -0.02** -0.03***  0.84***  -0.02 -0.04** 0.41***  -0.02** -0.02** 1.12***  

Settlement -0.01 0.00 -0.25***  -0.01 0.00 -0.27** -0.00 0.01 -0.17***  -0.01 0.01 -0.23* 

Other banksô 

penalties 

Announcement 0.00 -0.02** 0.22***  0.00 -0.01***  0.37***  0.00 -0.01** 0.12* 0.00 -0.02** 0.27***  

Settlement -0.00 -0.01** -0.17***  -0.00 -0.01***  -0.18***  -0.00 -0.00 -0.16***  -0.00 -0.01* -0.16***  

Note: The numbers in the table show the median difference between the value of the spillover before and after the announcement/settlement based on the Wilcoxon / sign test. 

The null hypothesis of both tests is that the median difference is equal to some value (0 in our case). ***, **, and * denote statistical significance at the 1%, 5%, and 10% 

levels, respectively. 

(d) 80-days boundary for long-term spillovers 

Vector of penalties Type of a date 

Wilcoxon test Sign test 

To-spillovers From-spillovers To-spillovers From-spillovers 

Long-term 

Own penalties Announcement 0.18***  0.25***  0.11***  0.21***  

Settlement -0.11***  -0.12***  -0.11***  -0.07** 

Other banksô penalties Announcement 0.04** 0.05***  0.04***  0.04** 

Settlement -0.03***  -0.04***  -0.02 -0.01 

Note: The numbers in the table show the median difference between the value of the spillover before and after the announcement/settlement based on the Wilcoxon / sign test. 

The null hypothesis of both tests is that the median difference is equal to some value (0 in our case). ***, **, and * denote statistical significance at the 1%, 5%, and 10% 

levels, respectively.  
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(e) Financial firms unrelated to mortgages and foreclosures (control group) 

Vector of 

penalties 
Type of a date 

Wilcoxon test Sign test 

To-spillovers From-spillovers To-spillovers From-spillovers 

Short-

term 

Medium

-term 

Long-

term 

Short-

term 

Medium

-term 

Long-

term 

Short-

term 

Medium

-term 

Long-

term 

Short-

term 

Medium

-term 

Long-

term 

All 

mortgage- 

and 

foreclosure-

related 

penalties 

Announcement 0.00 -0.01 0.02 -0.00 -0.02* 0.07** 0.00 -0.00***  0.00 -0.00 -0.02***  0.04***  

Settlement -0.00 -0.00 -0.02* -0.00 -0.01 -0.04***  0.00 -0.00***  -0.02***  0.00* -0.00***  -0.02***  

Note: The numbers in the table show the median difference between the value of the spillover before and after the announcement/settlement based on the Wilcoxon / sign test. 

The null hypothesis of both tests is that the median difference is equal to some value (0 in our case). ***, **, and * denote statistical significance at the 1%, 5%, and 10% 

levels, respectively. 

 



69 
 

Figure 4.1: Gross volumes of penalties to banks in the United States (2010ï2016) 

 

Figure 4.2: Yearly distribution of penalties to banks in the United States (2010ï2016) 

 

Figure 4.3: Size of penalties (2010ï2016) 
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Figure 4.4: Length of the enforcement process (2010ï2016) 

 

 

Figure 4.5: Test for the effect of penalties (in days) 

 

 

Figure 4.6: Total and frequency connectedness (2009ï2017) 
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Figure 4.7: Contribution to systemic risk (to-spillovers) 

(a) Own penalties  

  
(b) Other banksô penalties 

  
Note: The number in the brackets above each boxplot shows the median difference between the value of the spillover before and after the announcement/settlement based on 

the Wilcoxon test. ***, **, and * denote statistical significance at the 1%, 5%, and 10% levels, respectively. 
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Figure 4.8: Exposure to systemic risk (from-spillovers) 

(a) Own penalties  

  
(b) Other banksô penalties 

  
Note: The number in the brackets above each boxplot shows the median difference between the value of the spillover before and after the announcement/settlement based on 

the Wilcoxon test. ***, **, and * denote statistical significance at the 1%, 5%, and 10% levels, respectively.  



73 
 

Bibliography 

Acharya, V. V., Engle, R., Richardson, M. (2012). Capital shortfall: a new approach to 

ranking and regulating systemic risks. American Economic Review Papers and 

Proceedings 102 (May), 59ï64. 

Adrian, T., Brunnermeier, M. (2016). "CoVaR." American Economic Review, 106 (7): 1705ï

41. 

Afonso, A., Arghyrou, M. G., Gadea, M. D., Kontonikas, A. (2018). ñWhatever it takesò to 

resolve the European sovereign debt crisis? Bond pricing regime switches and 

monetary policy effects. Journal of International Money and Finance, 86, 1ï30. 

Aizenman, J., (2016). Optimal Currency Area: A 20th Century Idea for the 21st Century? 

NBER Working Papers No. 22097. 

Allen, F., Goldstein, I., Jagtiani, J. (2018). The interplay among financial regulations, 

resilience, and growth. Journal of Financial Services Research, 53(2-3), 141ï162. 

Andersen, T. G., Bollerslev, T., Diebold, F. X., Labys, P. (2001). The distribution of realized 

exchange rate volatility. Journal of the American Statistical Association, 96(453), 42ï

55. 

Anginer, D., Demirg¿-Kunt, A., Zhu, M. (2014). How does deposit insurance affect bank 

risk? Evidence from the recent crisis. Journal of Banking & Finance, 48, 312ï321. 

Aristei, D., Gallo, M. (2014): Interest rate pass-through in the euro area during the financial 

crisis: A multivariate regime-switching approach. Journal of Policy Modeling, 

36(2):273ï295. 

Ball, L. M. (2013). The case for four percent inflation. Central Bank Review, 13 (2), 17. 

Bandi, F. M., Chaudhuri, S., Lo, A. W., Tamoni, A. (2019). Spectral factor models. Johns 

Hopkins Carey Business School Research Paper, (18ï17). 

Barndorff-Nielsen, O. E. (2002). Econometric analysis of realized volatility and its use in 

estimating stochastic volatility models. Journal of the Royal Statistical Society: Series 

B (Statistical Methodology), 64(2), 253ï280. 

Barun²k, J., Koļenda, E., (2019). Total, asymmetric and frequency connectedness between oil 

and forex markets. The Energy Journal, 40(SI2), 157ï174. 

Barun²k, J., Koļenda, E., V§cha, L. (2016). Asymmetric connectedness of stocks: How does 

bad and good volatility spill over the U.S. stock market? Journal of Financial 

Markets, 27(1), 55ï78. 

Barun²k, J., KŚehl²k, T. (2018). Measuring the frequency dynamics of financial connectedness 

and systemic risk. Journal of Financial Econometrics, 16(2), 271ï296. 

Berger, A. N., Demirg¿-Kunt, A., Levine, R., Haubrich, J. G. (2004): Bank concentration 

and competition: An evolution in the making. Journal of Money, Credit and Banking, 

433ï451. 

Bernard, A. B. Durlauf, S. N. (1996). Interpreting tests of the convergence hypothesis. 

Journal of Econometrics, 71 (1), 161ï173. 

Blanchard, O. J., Dell'Ariccia, M. G., & Mauro, M. P. (2013). Rethinking macro policy II: 

getting granular. International Monetary Fund. 

Bºhmelt, T., Freyburg, T. (2013). The temporal dimension of the credibility of EU 

conditionality and candidate statesô compliance with the acquis communautaire, 1998ï

2009. European Union Politics, 14 (2), 250ï272. 

Boone, J. (2001): Intensity of competition and the incentive to innovate. International Journal 

of Industrial Organization, 19(5):705ï726. 

Borio, C. (2014). Macroprudential frameworks:(too) great expectations?. Speech to the 25th 

anniversary edition of Central Banking Journal, 5 August 2014. 



74 
 

Bos, J. W., Chan, Y. L., Kolari, J. W., Yuan, J. (2017): Competition, concentration and 

critical mass: why the Herfindahl-Hirschman Index is a biased competition measure. 

In Handbook of Competition in Banking and Finance (pp. 58ï88). Edward Elgar 

Publishing. 

Boyallian, P., Ruiz-Verd¼, P. (2017). Leverage, CEO risk-taking incentives, and bank failure 

during the 2007ï10 financial crisis. Review of Finance, 22(5), 1763ï1805. 

Braun, P. A., Nelson, D. B., Sunier, A. M. (1995). Good news, bad news, volatility, and betas. 

The Journal of Finance, 50(5), 1575ï1603. 

Breuer, J. B., McNown, R., Wallace, M. (2002). Series-Specific Unit Root Tests with Panel 

Data. Oxford Bulletin of Economics and Statistics, 64 (5), 527ï546. 

BrŢha, J. (2011): Retail credit premiums and macroeconomic developments. CNB Financial 

Stability Report, 2011:96ï109. 

BrŢha, J., Hlav§ļek, M., Kom§rek, L. (2017): House Prices and Household Consumption: The 

Case of the Czech Republic, CNB Working Paper 11/2017. 

Buiter, W. H. (2009). Negative nominal interest rates; three ways to overcome the zero lower 

bound. North American Journal of Economics and Finance, 20 (3), 213ï238. 

Busetti, F., Forni, L., Harvey, A., Venditti, F. (2007). Inflation Convergence and Divergence 

within the European Monetary Union. International Journal of Central Banking, 3 (2), 

95ï121. 

Caruana, J. (2011). The role of central banks after the crisis. Speech to the Observatory of the 

European Central Bank, Madrid, 19 January 2011. 

Cheung, W., Fung, S., Tsai, S. C. (2010). Global capital market interdependence and spillover 

effect of credit risk: evidence from the 2007ï2009 global financial crisis. Applied 

Financial Economics, 20 (1-2), 85ï103. 

Chileshe, P. M., Akanbi, O. A. (2016): The effect of bank competition on the effectiveness of 

the interest rate channel of monetary policy transmission. International Journal of 

Economic Sciences, 5(3):10ï32. 

Choi, S., Kahan, M. (2007) Market Penalty for Mutual Fund Scandals. Boston University Law 

Review, 87, 1021ï1057. 

Chor, D., Manova, K. (2012). Off the cliff and back? Credit conditions and international trade 

during the global financial crisis. Journal of International Economics, 87 (1), 117ï

133. 

Claessens, S., Laeven, L. (2004): What drives bank competition? Some international 

evidence. Journal of Money, Credit and Banking, 36(3): 563ï583. 

Claessens, S., Van Horen, N. (2015). The impact of the global financial crisis on banking 

globalization. IMF Economic Review, 63 (4), 868ï918. 

Clayton, M. C., Hartzell, J. C., Rosenberg, J. (2005). The impact of CEO turnover on equity 

volatility. Journal of Business, 78(5), 1779ï1808. 

CNB (2017): Financial Stability Report 2016/2017. Czech National Bank. 

CNB (2018): Financial Stability Report 2017/2018. Czech National Bank. 

Cogley, T. (2001). A frequency decomposition of approximation errors in stochastic discount 

factor models. International Economic Review, 42(2), 473ï503. 

Conlon, T., Cotter, J., Genay, R. (2016). Commodity futures hedging, risk aversion and the 

hedging horizon. The European Journal of Finance, 22(15), 1534ï1560. 

Cuestas, J. C., Gil-Alana, L. A., Taylor, K. (2016). Inflation convergence in Central and 

Eastern Europe vs. the Eurozone: Non-linearities and long memory. Scottish Journal 

of Political Economy. 

De Batz, L. (2020a). Financial impact of regulatory sanctions on French listed companies. 

European Journal of Law and Economics. doi.org/10.1007/s10657-019-09638-1 



75 
 

De Batz, L. (2020b). Financial Crime Spillovers. Does One Gain to Be Avenged? 

Forthcoming in Journal of Economic Behavior & Organization. 

De Graeve, F., De Jonghe, O., Vander Vennet, R. (2007): Competition, transmission and bank 

pricing policies: Evidence from Belgian loan and deposit markets. Journal of Banking 

& Finance, 31(1): 259ï278. 

De Grauwe, P. (2010). The euro experience and lessons for the GCC currency union. 

Currency Union and Exchange Rate Issues: Lessons for the Gulf States, 70ï82. 

DeYoung, R., Huang, M. (2016). The External Effects of Bank Executive Pay: Liquidity 

Creation and Systemic Risk. Available at SSRN 2753759. 

Dew-Becker, I., Giglio, S. (2016). Asset pricing in the frequency domain: theory and 

empirics. The Review of Financial Studies, 29(8), 2029ï2068. 

Dickey, D. A., Fuller, W. A. (1981). Likelihood ratio statistics for autoregressive time series 

with a unit root. Econometrica, 49(4), 1057ï1072. 

Diebold, F. X., Yilmaz, K. (2009). Measuring financial asset return and volatility spillovers, 

with application to global equity markets. The Economic Journal, 119(534), 158ï171. 

Diebold, F. X., Yilmaz, K. (2012). Better to give than to receive: Predictive directional 

measurement of volatility spillovers. International Journal of Forecasting, 28(1), 57ï

66. 

Diebold, F. X., Yilmaz, K. (2014). On the network topology of variance decompositions: 

Measuring the connectedness of financial firms. Journal of Econometrics, 182(1), 

119ï134. 

Dilling-Hansen, M., Madsen, E. S., Smith, V. (2003): Efficiency, R&D and ownershipïsome 

empirical evidence. International Journal of Production Economics, 83(1):85ï94. 

Donders, M. W., Vorst, T. C. (1996). The impact of firm specific news on implied volatilities. 

Journal of Banking & Finance, 20(9), 1447ï1461.European Systemic Risk Board 
(2015). Report on misconduct risk in the banking sector. 

Duca, J. V., Muellbauer, J., Murphy, A. (2010). Housing markets and the financial crisis of 

2007ï2009: lessons for the future. Journal of Financial Stability, 6(4), 203ï217. 

Durlauf, S. N., Quah, D. T. (1999). The new empirics of economic growth. In: Taylor, J. B., 

Woodford, M. (eds.), Handbook of macroeconomics, 1 (4), 235ï308. 

ECB, 2011. The Monetary Policy of the ECB: 2011, third ed. European Central Bank. 

£gert, B., MacDonald, R. (2009): Monetary transmission mechanism in Central and Eastern 

Europe: surveying the surveyable. Journal of Economic Surveys, 23(2):277ï327. 

Elyasiani, E., Kalotychou, E., Staikouras, S. K., Zhao, G. (2015). Return and volatility 

spillover among banks and insurers: Evidence from pre-crisis and crisis periods. 

Journal of Financial Services Research, 48(1), 21ï52. 

Fiordelisi, F., Ricci, O. (2016). ñWhatever it takesò: An Empirical Assessment of the Value of 

Policy Actions in Banking. Review of Finance, 20(6), 2321ï2347. 

Fiordelisi, F., Soana, M.G., Schwizer, P. (2014) Reputational Losses and Operational Risk in 

Banking. The European Journal of Finance, 20(2), 105ï124. 

Fischer, C. (2012). Price convergence in the EMU? Evidence from micro data. European 

Economic Review, 56 (4), 757ï776. 

Flore, C., Degryse, H., Kolaric, S., Schiereck, D. (2018). Forgive Me All My Sins: How 

Penalties Imposed on Banks Travel Through Markets. SSRN Working Papers. 

Fratzscher, M. (2012). Capital flows, push versus pull factors and the global financial crisis. 

Journal of International Economics, 88 (2), 341ï356. 

Gambacorta, L., Illes, A., Lombardi, M. J. (2015): Has the transmission of policy rates to 

lending rates changed in the wake of the global financial crisis?. International 

Finance, 18(3): 263ï280. 



76 
 

Garrett, B. L. (2016). The rise of bank prosecutions. Yale Law Journal Forum, 126, 33ï56. 

Genay, R., Gradojevic, N., Seluk, F., Whitcher, B. (2010). Asymmetry of information flow 

between volatilities across time scales. Quantitative Finance, 10(8), 895ï915. 

Giannellis, N. (2013). Asymmetric behavior of inflation differentials in the euro area: 

Evidence from a threshold unit root test. Research in Economics, 67 (2), 133ï144. 

Gibbons, J. D., Chakraborti, S. (2011). Nonparametric statistical inference. In International 

encyclopedia of statistical science (pp. 977-979). Springer Berlin Heidelberg. 

Grabbe, H. (2002). European Union conditionality and the acquis communautaire. 

International Political Science Review, 23 (3), 249ï268. 

Green, R. K., Wachter, S. M. (2005): The American mortgage in historical and international 

context. Journal of Economic Perspectives, 19(4):93ï114. 

Gregor, J., MeleckĨ, M. (2018): The pass-through of monetary policy rate to lending rates: 

The role of macro-financial factors. Economic Modelling, 73:71ï88. 

Grigoli, F., Mota, J. M. (2017): Interest rate pass-through in the Dominican Republic. Latin 

American Economic Review, 26(1), 4. 

Groot, S. P., Mºhlmann, J. L., Garretsen, J. H., de Groot, H. L. (2011). The crisis sensitivity 

of European countries and regions: stylized facts and spatial heterogeneity. Cambridge 

Journal of Regions, Economy and Society, 4 (3), 437ï456. 

Gropp, R., Kok, C., Lichtenberger, J.-D. (2014): The dynamics of bank spreads and financial 

structure. The Quarterly Journal of Finance, 4(04):1450014. 

Hainz, C., Horv§th, R., Hlav§ļek, M. (2014): The interest rate spreads in the Czech Republic: 

Different loans, different determinants? Economic Systems, 38(1):43ï54. 

Hall, A. (1994): Testing for a unit root in time series with pretest data-based model selection. 

Journal of Business and Economic Statistics, 12:61ï470. 

Havr§nek, T., Irġov§, Z., Leġanovsk§, J. (2016): Bank efficiency and interest rate pass-

through: Evidence from Czech loan products. Economic Modelling, 54:153ï169. 

He, Z., Khang, I. G., Krishnamurthy, A. (2010). Balance sheet adjustments during the 2008 

crisis. IMF Economic Review, 58(1), 118ï156. 

Herring, R., Carmassi, J. (2008). The structure of crossȤsector financial supervision. Financial 

Markets, Institutions & Instruments, 17(1), 51ï76. 

Hille, P., Knill, C. (2006). óItôs the Bureaucracy, Stupidô The Implementation of the Acquis 

Communautaire in EU Candidate Countries, 1999-2003. European Union Politics, 7 

(4), 531ï552. 

Hockett, R. (2014). The Macroprudential Turn: From Institutional Safety and Soundness to 

Systematic Financial Stability in Financial Supervision. Virginia Law & Business 

Review, 9, 201. 

Holton, S., Rodriguez dôAcri, C. (2015). Jagged cliffs and stumbling blocks: interest rate 

pass-through fragmentation during the euro area crisis. ECB Working Paper No. 1850. 

Holub, T., Ļih§k, M. (2001). Convergence of Relative Prices and Inflation in Central and 

Eastern Europe. IMF Working Papers, 1 (124), 1ï48. 

Horv§th, R., Podpiera, A. (2012): Heterogeneity in bank pricing policies: The Czech 

evidence. Economic Systems, 36(1):87ï108. 

Kalemli-Ozcan, S., Papaioannou, E., Perri, F. (2013). Global banks and crisis transmission. 

Journal of International Economics, 89(2), 495ï510. 

Karpoff, J.M., Lott, J.R. (1993) Reputational Penalty Firms Bear from Committing Criminal 

Fraud. Journal of Law & Economics, 36(2), 757ï802. 

Karpoff, J.M., Lee, D.S., Martin, G.S. (2008) The Cost to Firms of Cooking the Books. 

Journal of Financial and Quantitative Analysis, 43(3), 581ï612.  



77 
 

Kleimeier, S., Sander, H. (2017): Banking competition and interest rate pass-through. 

Handbook of Competition in Banking and Finance, 305. 

Koļenda, E., ĻernĨ, A. (2015). Elements of time series econometrics: An applied approach. 

Charles University in Prague, Karolinum Press. 

Koļenda, E. Kutan, A. M., Yigit, T. M. (2006). Pilgrims to the Eurozone: How far, how fast? 

Economic Systems, 30 (4), 311ï327. 

Koļenda, E., Papell, D. H. (1997). Inflation convergence within the European Union: A panel 

data analysis. International Journal of Finance & Economics, 2 (3), 189ï198. 

Koļenda, E., Valachy, J. (2002): Firm ownership structures: Dynamic development. Prague 

Economic Papers, 2002(3). 

Koļenda, E., Varga, B. (2018). The impact of monetary strategies on inflation persistence. 

International Journal of Central Banking, 14(4), 229ï274. 

Koester, H., Pelster, M. (2017). Financial penalties and bank performance. Journal of Banking 

and Finance, 79, 57ï73. 

Koester, H., Pelster, M. (2018). Financial penalties and banksô systemic risk. The Journal of 

Risk Finance, 19(2), 154ï173. 

Koop, G., Pesaran, M. H., Potter, S. M. (1996). Impulse response analysis in nonlinear 

multivariate models. Journal of Econometrics, 74 (1), 119ï147. 

Koutmos, G., Booth, G. G. (1995). Asymmetric volatility transmission in international stock 

markets. Journal of International Money and Finance, 14(6), 747ï762. 

Lane, P. R. (2012). The European sovereign debt crisis. The Journal of Economic 

Perspectives, 26 (3), 49ï67. 

Lee, K.-S., Mercurelli, F. (2014). Convergence in the core Euro Zone under the Global 

Financial Crisis. Journal of Economic Integration, 20ï63. 

Leroy, A., Lucotte, Y. (2015): Heterogeneous monetary transmission process in the Eurozone: 

Does banking competition matter?. International Economics, 141:115ï134. 

Lopez, C., Papell, D. H. (2012). Convergence of Euro area inflation rates. Journal of 

International Money and Finance, 31 (6), 1440ï1458. 

Lutz, M. (2004). Price convergence under EMU? First estimates. In A. V. Deardorff (ed.), 

The past, present and future of the European Union, 48ï73. 

Maddala, G. S., Wu, S. (1999): A comparative study of unit root tests with panel data and a 

new simple test. Oxford Bulletin of Economics and statistics, 61(S1):631ï652. 

McConnell, P., Blacker, K. (2013). Systemic operational risk: Does it exist and, if so, how do 

we regulate it? The Journal of Operational Risk, 8(1), 59ï99. 

Mester, L. J. (2016). Five points about monetary policy and financial stability. Speech at the 

Sveriges Riksbank Conference on Rethinking the Central Bankôs Mandate, 

Stockholm, Sweden, 6 April 2016. 

Morgan, D. P. (2002). Rating banks: Risk and uncertainty in an opaque industry. American 

Economic Review, 92(4), 874ï888. 

Murphy, D. L., Shrieves, R. E., Tibbs, S. L. (2009). Understanding the penalties associated 

with corporate misconduct: An empirical examination of earnings and risk. Journal of 

Financial and Quantitative Analysis, 44(1), 55ï83. 

National Mortgage Settlement (2017). Department of Justice. Available at 

https://www.justice.gov/ust/national-mortgage-settlements 

Nath, H., Tochkov, K. (2013): Relative inflation dynamics in the new EU member countries 

of Central and Eastern Europe. Empirical Economics, 45(1):1ï22. 

Nickell, S., Nicolitsas, D., Dryden, N. (1997): What makes firms perform well?. European 

Economic Review, 41(3-5):783ï796. 

Ortu, F., Tamoni, A., Tebaldi, C. (2013). Long-run risk and the persistence of consumption 

shocks. The Review of Financial Studies, 26(11), 2876ï2915. 



78 
 

Parkinson, M. (1980). The extreme value method for estimating the variance of the rate of 

return. Journal of Business, 61ï65. 

Pedroni, P. (1999): Critical values for cointegration tests in heterogeneous panels with 

multiple regressors. Oxford Bulletin of Economics and statistics, 61(S1):653ï670. 

Pesaran, H. H., Shin, Y. (1998). Generalized impulse response analysis in linear multivariate 

models. Economics Letters, 58 (1), 17ï29. 

Pesaran, M. H., Shin, Y., Smith, R. P. (1999): Pooled mean group estimation of dynamic 

heterogeneous panels. Journal of the American Statistical Association, 94(446):621ï

634. 

Pino, G., Sharma, S. C. (2019). On the contagion effect in the US banking sector. Journal of 

Money, Credit and Banking, 51(1), 261ï280. 

Pridgen, D. (2013). Sea changes in consumer financial protection: Stronger agency and 

stronger laws. Wyoming Law Review, 13(2), 405ï437. 

Ranciere, R., Tornell, A. (2011). Was the US Crisis a Financial Black-Hole? IMF Economic 

Review, 59(2), 271ï305. 

Sander, H., Kleimeier, S. (2004): Convergence in euro-zone retail banking? What interest rate 

pass-through tells us about monetary policy transmission, competition and integration. 

Journal of International Money and Finance, 23(3):461ï492. 

Sauer, S., Sturm, J. E. (2007). Using Taylor rules to understand European Central Bank 

monetary policy. German Economic Review, 8 (3), 375ï398. 

Schaeck, K., Ļih§k, M. (2010). Competition, efficiency, and soundness in banking: An 

industrial organization perspective. European banking center discussion Paper, (2010-

20S). 

Schelkle, T. (2018). Mortgage default during the US mortgage crisis. Journal of Money, 

Credit and Banking, 50(6), 1101ï1137. 
Shu, J., Zhang, J. E. (2003). The relationship between implied and realized volatility of S&P 

500 index. Wilmott magazine, 4, 83ï91. 

Siklos, P. L. (2010). Meeting Maastricht: Nominal convergence of the new member states 

toward EMU. Economic Modelling, 27 (2), 507ï515. 

Staehr, K. (2010). Income convergence and inflation in Central and Eastern Europe: Does the 

sun always rise in the east? Eastern European Economics, 48 (5), 38ï62. 

Swanson, E. T., Williams, J. C. (2014). Measuring the Effect of the Zero Lower Bound on 

Medium- and Longer-Term Interest Rates. American Economic Review, 104 (10), 

3154ï3185. 

Taylor, S. J., Yadav, P. K., Zhang, Y. (2010). The information content of implied volatilities 

and model-free volatility expectations: Evidence from options written on individual 

stocks. Journal of Banking & Finance, 34(4), 871ï881. 

Tilley, S. V., Byrne, B., Coughlan, J. (2017). An Empirical Analysis of the Impact of 

Penalties on Bank Reputation in the US and UK. SSRN Working Papers. 

Tiwari, A. K., Cunado, J., Gupta, R., Wohar, M. E. (2018). Volatility spillovers across global 

asset classes: Evidence from time and frequency domains. The Quarterly Review of 

Economics and Finance, 70, 194ï202. 

Uhde, A., Michalak, T. C. (2010). Securitization and systematic risk in European banking: 

Empirical evidence. Journal of Banking & Finance, 34(12), 3061ï3077. 

Van Leuvensteijn, M., Sßrensen, C. K., Bikker, J. A., Van Rixtel, A. A. (2013): Impact of 

bank competition on the interest rate pass-through in the euro area. Applied 

Economics, 45(11):1359ï1380. 

Von Hagen, J., Schuknecht, L., Wolswijk, G. (2011). Government bond risk premiums in the 

EU revisited: The impact of the financial crisis. European Journal of Political 

Economy, 27 (1), 36ï43. 



79 
 

Vogelsang, T. J. (1997). Wald-type tests for detecting breaks in the trend function of a 

dynamic time series. Econometric Theory, 13 (6), 818ï848. 

Wilcoxon, F. (1945). Individual comparisons by ranking methods. Biometrics Bulletin, 1(6): 

80ï83. 

Williams, J. C. (2015). Macroprudential policy in a microprudential world. FRBSF Economic 

Letter, 18. 

Wilmarth Jr, A. E. (2012). The Financial Services Industry's Misguided Quest to Undermine 

the Consumer Financial Protection Bureau. Review of Banking & Financial Law, 31, 

881ï955. 

Yellen, J. L. (2011). Macroprudential supervision and monetary policy in the post-crisis 

world. Business Economics, 46(1), 3ï12. 

Zellner, A. (1962). An efficient method of estimating seemingly unrelated regressions and 

tests for aggregation bias. Journal of the American Statistical Association, 57 (298), 

348ï368. 

  



80 
 

Appendix 

Table A1: Classification of dummy variables 

Country Zero lower bound Acquis communautaire 

Austria 2013M05ï2017M12 N/A 

Belgium 2013M05ï2017M12 N/A 

Bulgaria 2010M01ï2017M12 2000M05ï2004M12 

Croatia N/A 2006M06ï2011M06 

Cyprus 2013M05ï2017M12 1999M01ï2002M12 

Czech Republic 2012M07ï2017M12 1999M01ï2002M12 

Denmark 2012M06ï2017M12 N/A 

Estonia 2013M05ï2017M12 1999M01ï2002M12 

Finland 2013M05ï2017M12 N/A 

France 2013M05ï2017M12 N/A 

Germany 2013M05ï2017M12 N/A 

Greece 2013M05ï2017M12 N/A 

Hungary N/A 1999M01ï2002M12 

Ireland 2013M05ï2017M12 N/A 

Italy 2013M05ï2017M12 N/A 

Latvia 2014M01ï2017M12 2000M04ï2002M12 

Lithuania 2015M01ï2017M12 2000M04ï2002M12 

Luxembourg 2013M05ï2017M12 N/A 

Malta 2013M05ï2017M12 2000M05ï2002M12 

Netherlands 2013M05ï2017M12 N/A 

Poland N/A 1999M01ï2002M12 

Portugal 2013M05ï2017M12 N/A 

Romania N/A 2000M05ï2004M12 

Slovakia 2013M05ï2017M12 2000M05ï2002M12 

Slovenia 2013M05ï2017M12 1999M01ï2002M12 

Spain 2013M05ï2017M12 N/A 

Sweden 
2009M04ï2010M08; 

2014M07ï2017M12 
N/A 

United Kingdom 2009M03ï2017M12 N/A 

Note: Intervals show the period when a particular dummy variable takes the value of 1 and 0 otherwise. N/A shows that a 

dummy variable for a corresponding country takes a value of 0 over the entire sample period. The ZLB dummy follows the 

classification of Koļenda and Varga (2018). The AC dummy follows the classification of Bºhmelt and Freyburg (2013). 
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Table A2: The ADF test for relative and absolute convergence 

Country 

Cross-sectional average ECB target Maastricht criterion 

Inflation 

differential (ɟ, 

absolute) 

Inflation 

differential (ɟ, 

relative) 

Intercept 

(relative) 

Inflation 

differential (ɟ, 

absolute) 

Inflation 

differential 

(ɟ, relative) 

Intercept 

(relative) 

Inflation 

differential (ɟ, 

absolute) 

Inflation 

differential 

(ɟ, relative) 

Intercept 

(relative) 

Austria 0.9730** 0.9799 0.0001 0.9256** 0.9223 0.0001 0.9905 0.9119 0.0009* 

Belgium 0.9533*** 0.9583 0.0001 0.9331** 0.9289 0.0002 0.9796 0.8240** 0.0017** 

Bulgaria 0.9761 0.9686 0.0004 0.9875 0.9881 -0.0001 0.9845 0.9760 0.0005 

Croatia 0.8770*** 0.8570** -0.0003 0.9620* 0.9617 0.0000 0.9717* 0.9348 0.0008 

Cyprus 0.9468* 0.8800 -0.0009* 0.9747 0.9637 -0.0003 0.9510* 0.9362 0.0003 

Czech Republic 0.9561** 0.9459 -0.0002 0.9414** 0.9401 0.0001 0.9549** 0.8970*** 0.0010** 

Denmark 0.9756** 0.9525 -0.0004 0.9688 0.9623 -0.0002 0.9565** 0.8880* 0.0006* 

Estonia 0.9686* 0.9492* 0.0005* 0.9814 0.9721 0.0004 0.9851 0.9466* 0.0013* 

Finland 0.9796* 0.9743 -0.0001 0.9571* 0.9566 0.0000 0.9705** 0.9497 0.0003 

France 0.9831** 0.9789 -0.0001 0.9638 0.9531 -0.0002 0.9754 0.8960 0.0006* 

Germany 0.9803** 0.9801 0.0000 0.9314** 0.9191 -0.0002 0.9662 0.8880 0.0006 

Greece 0.9354*** 0.9132** -0.0003 0.9751 0.9754 -0.0002 0.9784 0.9641 0.0002 

Hungary 0.9767** 0.9517 0.0007 0.9778* 0.9726 0.0002 0.9840* 0.9696 0.0007 

Ireland 0.9829 0.9719 -0.0003 0.9727* 0.9630 -0.0003 0.9742** 0.9729 0.0000 

Italy 0.9639** 0.9466* -0.0003 0.9627 0.9622 -0.0001 0.9733 0.9089 0.0007 

Latvia 0.9850** 0.9767 0.0003 0.9879 0.9832 0.0001 0.9886* 0.9745 0.0004 
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Lithuania 0.9764* 0.9770 0.0001 0.9769* 0.9714 0.0003 0.9775* 0.9664 0.0005 

Luxembourg 0.9406*** 0.9392 0.0000 0.9492* 0.9469 0.0001 0.9735 0.8970* 0.0013* 

Malta 0.9421** 0.9309 -0.0003 0.8930** 0.8880 0.0001 0.9477** 0.7430*** 0.0029*** 

Netherlands 0.9548*** 0.9357** -0.0004 0.9358** 0.9226 -0.0003 0.9674* 0.9328 0.0006 

Poland 0.9533*** 0.9540** -0.0001 0.9786* 0.9745 0.0000 0.9671*** 0.9543*** 0.0005 

Portugal 0.9398*** 0.9107*** -0.0004 0.9347** 0.9328 -0.0002 0.9765 0.9402 0.0005 

Romania 0.9623*** 0.9696*** 0.0000 0.9755*** 0.9762 0.0000 0.9661*** 0.9726*** 0.0002 

Slovakia 0.9417*** 0.9392*** 0.0001 0.9523*** 0.9531** -0.0001 0.9698*** 0.9512** 0.0005 

Slovenia 0.9724* 0.9712 0.0000 0.9492** 0.9491 0.0000 0.9799** 0.9730 0.0003 

Spain 0.9443** 0.9326 -0.0002 0.9621* 0.9571 -0.0001 0.9788 0.9493 0.0005 

Sweden 0.9718*** 0.9620 -0.0002 0.9654 0.9543 -0.0002 0.9712 0.9189 0.0005 

United 

Kingdom 0.9809** 0.9831 0.0001 0.9769 0.9644 0.0002 0.9920 0.9682 0.0004 

Note: Results of the Augmented Dickey-Fuller (ADF) test with inflation differentials based on the Harmonized Index of Consumer Prices (HICP) measure for absolute convergence (zero 

intercept) and relative convergence (constant intercept) over the entire sample period (1999ï2017). ***, **, and * denote statistical significance at the 1%, 5%, and 10% levels, respectively. 
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Table A3: The ADF-SUR test for relative convergence 

Country 

Cross-sectional average ECB target Maastricht criterion 

Inflation 

differential (ɟ) 
Intercept 

Inflation 

differential (ɟ) 
Intercept 

Inflation 

differential (ɟ) 
Intercept 

Austria 0.9758 0.0001 0.9121*** 0.0001 0.9486 0.0006* 

Belgium 0.9748 0.0001 0.8652*** 0.0003 0.8547*** 0.0015*** 

Bulgaria 0.9649 0.0004 0.9686** 0.0001 0.9771 0.0004 

Croatia 0.8584*** -0.0003 0.9449** 0.0001 0.9366** 0.0008* 

Cyprus 0.9411 -0.0005 0.9383** -0.0004 0.9055** 0.0006 

Czech Republic 0.9530 -0.0001 0.9100*** 0.0002 0.9053*** 0.001*** 

Denmark 0.9561 -0.0003 0.9254*** -0.0003 0.8704*** 0.0008*** 

Estonia 0.9372*** 0.0007** 0.9457*** 0.0009** 0.9490** 0.0013*** 

Finland 0.9805 -0.0001 0.9721 0.0000 0.9715 0.0001 

France 0.9707** -0.0002 0.9065*** -0.0004** 0.8823*** 0.0007*** 

Germany 0.9685** -0.0001 0.8930*** -0.0003 0.9277 0.0005* 

Greece 0.9239*** -0.0003 0.9418** -0.0001 0.9475* 0.0006 

Hungary 0.9282*** 0.0012*** 0.9275*** 0.0011** 0.9507*** 0.0015*** 

Ireland 0.9698 -0.0003 0.9530*** -0.0005* 0.9745 0.0000 

Italy 0.9537* -0.0002 0.9225*** -0.0002 0.8949*** 0.0009*** 

Latvia 0.9681*** 0.0004 0.9633*** 0.0006 0.9749* 0.0006* 

Lithuania 0.9692** 0.0002 0.9628** 0.0005 0.9648* 0.0006 

Luxembourg 0.9475 0.0000 0.8704*** 0.0004 0.8852*** 0.0015*** 

Malta 0.9406 -0.0001 0.8476*** 0.0002 0.7177*** 0.0032*** 

Netherlands 0.9280*** -0.0004 0.9287* -0.0003 0.9677 0.0003 

Poland 0.9623** -0.0001 0.9504*** 0.0000 0.9521*** 0.0006** 

Portugal 0.9100*** -0.0003 0.8724*** -0.0003 0.9245** 0.0008** 

Romania 0.9750*** 0.0001 0.9628*** 0.0003 0.9748*** 0.0005 

Slovakia 0.9365*** 0.0001 0.9280*** 0.0000 0.9455*** 0.0008 

Slovenia 0.9629* 0.0001 0.9100*** 0.0000 0.9678** 0.0004 

Spain 0.9246** -0.0002 0.9096*** 0.0000 0.9300*** 0.0008** 

Sweden 0.9651* -0.0002 0.9145*** -0.0003 0.9267 0.0005* 
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United Kingdom 0.9789 0.0002 0.9596 0.0003 0.9620 0.0005** 

Note: Results of the ADF-SUR test with inflation differentials based on the Harmonized Index of Consumer Prices (HICP) 

measure for relative convergence (constant intercept) over the entire sample period (1999ï2017). The specification with the 

cross-sectional average is estimated with the restriction that the sum of the intercepts is equal to zero as in Lopez and Papell 

(2012). ***, **, and * denote statistical significance at the 1%, 5%, and 10% levels, respectively. 

Table A4: Summary statistics and description of variables used in the empirical analysis 
Variable Description Bank-

specific? 
Number  
of 

observations 

Mean Std. 
Dev. 

Min. Max. 

Mean The mean interest rate of the 

distribution of client interest rates on 

consumer loans in a given month 

Yes 654 10.15  2.90 4.95 18.31 

Median The median interest rate of the 
distribution of client interest rates on 

consumer loans in a given month 

Yes 654 9.94 3.04 4.37 18.9 

Mode The interest rate that corresponds to the 
global maximum of the distribution of 

client interest rates on consumer loans 

in a given month 

Yes 654 8.58 3.65 0.00 21.9 

Market rate The weighted average of market rates 
corresponding to volumes of new 

consumer loans provided in a given 

fixation category according to BrŢha 

(2011) in a given month 

Yes 654 1.01 0.63 0.20 2.60 

NPL ratio The ratio of non-performing consumer 

loans to total consumer loans  

Yes 654 8.25 5.10 0.81 22.11 

Herfindahl-

Hirschman index 

The index of concentration of the 

consumer loan market computed as the 
sum of squares of market shares of 

individual banks in the sample 

No 654 19.08 1.61 15.92 23.50 

Unemployment 

rate 

The unemployment rate computed by 

the Czech Statistical Office 

No 654 4.09 1.47 2.00 6.70 

Herfindahl-

Hirschman index 

incl. non-banks 

The measure of concentration of the 

consumer loan market that includes both 

banks and non-banks, computed by the 

Czech National Bank 

No 654 11.06 0.65 10.24 12.53 

Boone indicator The measure of competition in the 

banking sector computed in line with 

Schaeack and Ļih§k (2010) 

Yes 654 -0.01 0.05 -0.02 -0.00 

Market 
competition based 

on the Bank 

Lending Survey 

The measure of competition in the 
consumer loan market based on the 

Bank Lending Survey of the Czech 

National Bank, computed as the 

cumulative sum of the changes of 
perception of the banking sector 

concerning the competition in the 

consumer loan market 

No 654 0.00 1.00 -0.80 2.11 

Note: The data source, if not stated otherwise, is the Czech National Bank. 
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Table A5: Summary statistics of the daily volatility data 

Bank Ticker Mean Median St. dev. Skewness Kurtosis 

Bank of America BAC 0.314 0.216 0.322 4.044 25.210 

Barclays BCS 0.251 0.175 0.261 4.737 35.700 

Citigroup C 0.321 0.209 0.373 4.912 37.321 

Credit Suisse CS 0.208 0.155 0.184 3.802 21.657 

Deutsche Bank DB 0.231 0.177 0.186 3.211 15.612 

Fifth Third Bancorp FITB 0.351 0.220 0.432 5.007 38.245 

Flagstar Bank FBC 0.531 0.340 0.565 3.931 27.998 

Goldman Sachs GS 0.247 0.183 0.229 4.747 35.093 

HSBC HSBC 0.140 0.106 0.117 3.419 17.612 

JPMorgan Chase JPM 0.253 0.180 0.238 3.495 16.786 

Morgan Stanley MS 0.330 0.233 0.373 7.163 85.800 

PNC PNC 0.256 0.174 0.272 5.419 56.983 

Royal Bank of Scotland RBS 0.260 0.184 0.285 7.035 90.872 

SunTrust STI 0.326 0.220 0.333 3.784 20.847 

UBS UBS 0.213 0.153 0.196 3.418 16.745 

U.S. Bancorp USB 0.233 0.159 0.242 4.075 24.704 

Wells Fargo WFC 0.262 0.172 0.277 3.426 14.886 
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Table A6a: List of penalties (2010ï2016) 

Announcement Settlement Bank Regulator Value (mil. USD) Announcement Settlement Bank Regulator Value (mil. USD) 

n/a 2010-06-25 Morgan Stanley SA/AG 102.7 2011-04-05 2013-01-07 JPMorgan Chase COMP 1958 

2010-04-16 2010-07-15 Goldman Sachs SEC 550 2011-04-05 2013-01-07 PNC COMP 180 

2009-05-28 2010-07-29 Citigroup SEC 75 2011-04-05 2013-01-07 US Bancorp COMP 208 

2010-12-15 2010-12-31 Bank of America FMCC 1350 2011-04-05 2013-01-07 Wells Fargo COMP 1991 

2010-12-15 2011-01-03 Bank of America FNMA 1520 2011-09-02 2013-01-07 Bank of America FNMA 11600 

2011-04-04 2011-04-05 Wells Fargo SEC 11 2011-04-05 2013-01-16 Goldman Sachs FED 330 

2011-04-14 2011-06-21 JPMorgan Chase SEC 153.6 2011-04-05 2013-01-16 Morgan Stanley FED 227 

2011-09-15 2011-10-19 Citigroup SEC 285 2011-04-05 2013-01-18 HSBC COMP 249 

2011-03-23 2011-11-15 Citigroup NCUA 20.5 2011-03-23 2013-03-29 Bank of America NCUA 165 

2011-03-23 2011-11-15 Deutsche Bank NCUA 145 2011-09-02 2013-05-28 Citigroup FHFA 250 

n/a 2011-11-28 Royal Bank of Scotland SA/AG 52 2011-09-02 2013-07-01 Citigroup FNMA 968 

2011-04-13 2012-02-09 Wells Fargo HUD 5350 2011-07-28 2013-07-23 UBS FHFA 885 

2011-04-13 2012-02-09 Citigroup HUD 2205 2011-03-23 2013-07-31 UBS SEC 50 

2011-04-13 2012-02-09 JPMorgan Chase HUD 5290 n/a 2013-09-10 Barclays SA/AG 36.1 

2011-04-13 2012-02-09 Bank of America HUD 11820 2011-09-02 2013-09-25 Citigroup FMCC 395 

2012-02-29 2012-08-14 Wells Fargo SEC 6.5 2011-09-02 2013-09-27 Wells Fargo FMCC 869 

2012-02-29 2012-11-16 Credit Suisse SEC 120 2011-04-13 2013-10-10 SunTrust HUD 968 

2012-02-29 2012-11-16 JPMorgan Chase SEC 296.9 2012-06-07 2013-10-10 SunTrust FNMA 373 

2011-04-05 2013-01-07 SunTrust FED 163 2012-06-07 2013-10-10 SunTrust FMCC 65 

2011-04-05 2013-01-07 Bank of America COMP 2886 2011-09-02 2013-10-25 JPMorgan Chase FNMA 670 

2011-04-05 2013-01-07 Citigroup COMP 794 2011-09-02 2013-10-25 JPMorgan Chase FHFA 4000 

Source: Financial Times, Wall Street Journal, Factiva; SA/AG = state attorney / attorney general, SEC = Securities and Exchange Commission, FMCC = Federal Home Loan 

Mortgage Corp. (Freddie Mac), FNMA = Federal National Mortgage Association (Fannie Mae), NCUA = National Credit Union Administration, HUD = Department of 

Housing and Urban Development, FED = Federal Reserve, COMP = Office of the Comptroller of the Currency, FHFA = Federal Housing Finance Agency; DofJ = 

Department of Justice, FDIC = Federal Deposit Insurance Corporation. 
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Table A6b: List of penalties (2010ï2016) 

Announcement Settlement Bank Regulator Value (mil. USD) Announcement Settlement Bank Regulator Value (mil. USD) 

2011-09-02 2013-10-25 JPMorgan Chase FMCC 480 2011-09-02 2014-03-21 Credit Suisse FHFA 885 

2011-09-02 2013-11-06 Flagstar Bank FNMA 121.5 2011-09-02 2014-03-26 Bank of America FHFA 9330 

2011-09-02 2013-11-06 Wells Fargo FHFA 335.23 2011-09-02 2014-04-24 Barclays FHFA 280 

2013-09-23 2013-11-19 JPMorgan Chase SA/AG 298.9 2011-09-02 2014-06-19 Royal Bank of Scotland FHFA 100 

2013-09-23 2013-11-19 JPMorgan Chase SA/AG 19.7 2011-09-02 2014-06-30 HSBC DofJ 10 

2013-09-23 2013-11-19 JPMorgan Chase DofJ 6000 2014-04-25 2014-07-14 Citigroup DofJ 7000 

2013-09-23 2013-11-19 JPMorgan Chase FDIC 515.4 2014-02-25 2014-07-24 Morgan Stanley SEC 275 

2013-09-23 2013-11-19 JPMorgan Chase FHFA 4000 2014-02-25 2014-08-20 Bank of America DofJ 16650 

2013-09-23 2013-11-19 JPMorgan Chase SA/AG 100 2011-09-02 2014-08-21 Goldman Sachs FHFA 1200 

2013-09-23 2013-11-19 JPMorgan Chase SA/AG 34.4 2011-09-02 2014-09-12 HSBC FHFA 550 

2013-09-23 2013-11-19 JPMorgan Chase NCUA 1400 n/a 2015-10-06 Fifth Third Bancorp DofJ 85 

2013-09-23 2013-11-19 JPMorgan Chase SA/AG 613.8 n/a 2015-10-19 Barclays NCUA 325 

2013-11-06 2013-11-22 Fifth Third Bancorp FMCC 26 n/a 2015-12-10 Morgan Stanley NCUA 225 

n/a 2013-12-10 US Bancorp FMCC 56 2015-06-05 2016-01-15 Goldman Sachs DofJ 5100 

2013-08-01 2013-12-12 Bank of America SEC 131 n/a 2016-02-02 Morgan Stanley FDIC 63 

n/a 2013-12-12 PNC FMCC 89 2015-06-05 2016-02-04 Wells Fargo DofJ 1200 

2011-09-02 2013-12-20 Deutsche Bank FHFA 1925 2015-06-05 2016-02-05 HSBC DofJ 470 

2011-09-02 2013-12-27 Flagstar Bank FMCC 10.75 2015-06-05 2016-02-11 Morgan Stanley DofJ 3200 

2011-09-02 2013-12-30 PNC FNMA 140 n/a 2016-09-28 Royal Bank of Scotland NCUA 1100 

2011-09-02 2013-12-30 HSBC FNMA 83 n/a 2016-10-03 Royal Bank of Scotland SA/AG 120 

2011-09-02 2013-12-30 Wells Fargo FNMA 591 2015-06-05 2016-12-23 Credit Suisse DofJ 5300 

2011-09-02 2014-02-04 Morgan Stanley FHFA 1250 2016-09-16 2016-12-23 Deutsche Bank DofJ 7200 

Source: Financial Times, Wall Street Journal, Factiva; SA/AG = state attorney / attorney general, SEC = Securities and Exchange Commission, FMCC = Federal Home Loan 

Mortgage Corp. (Freddie Mac), FNMA = Federal National Mortgage Association (Fannie Mae), NCUA = National Credit Union Administration, HUD = Department of 

Housing and Urban Development, FED = Federal Reserve, COMP = Office of the Comptroller of the Currency, FHFA = Federal Housing Finance Agency; DofJ = 

Department of Justice, FDIC = Federal Deposit Insurance Corporation. 
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Figure A1a: Inflation rates and three inflation benchmarks 

 



89 
 

Figure A1b: Inflation rates and three inflation benchmarks 

 


